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Abstract

Interactions between proteins and nucleic acids play a fundamental role in
many biological processes. Besides nuclear gene transcription, many pro-
cesses including RNA homeostasis, protein translation and pathogen sensing
for innate immunity involve protein-nucleic acid interactions. Transcriptional
regulation is mainly facilitated by nucleic acid binding proteins (NABPs)
that bind to specific nucleic acid sequence motifs. Therefore most work has
focused on these sequence specific interactions, although sequence specific
NABPs constitute only a fraction of all NABPs.

The aim of this study was to get an unbiased classification of both, se-
quence specific and non-sequence specific NABPs. Affinity purification in
combination with high-resolution mass spectrometry allowed to cover a large
portion of NABPs in the human proteome and their interactions with nucleic
acid. Here, 25 systematically designed oligonucleotides were used to probe
three human cell lines for NABPs. Overall, more than 10,000 interactions
were detected between the nucleic acid baits and almost one thousand unique
proteins.

Statistical methods to derive a classification based on this experimental
proteomics data set are evaluated in this work. Non-parametric statistical
methods allowed the classification of experimentally detected NABPs with
high sensitivity. Application of these methods permitted to determine the
specificity of 174 NABPs for different classes of nucleic acids. These findings
were validated by additional experiments and available annotations. Among
these we could show cytosine methylation specific binding of Y-box-binding
protein 1 (YB-1). A novel finding with potential implications for cancer
research.

Sequence analysis of the detected proteins revealed candidate nucleic acid
binding protein domains. Furthermore, the extracted classification allowed
us to implement a support vector machine that can predict NABPs with high
specificity solely from the amino acid sequence.
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Kurzfassung

In vielen grundlegenden biologischen Prozessen sind Interaktionen zwischen
Proteinen und Nukleinsäuren beteiligt. Neben Gentranskription, sind diese
Interaktionen unter anderem auch an Prozessen wie RNA-Homöostase, Pro-
teintranslation und der Erkennung von Pathogenen in der Immunabwehr
beteiligt. Transkription wird oft von Nukleinsäure-bindenden Proteinen (NABPs)
reguliert, die an spezifische DNA-Sequenzmotife binden. Bisher hat sich die
Forschung groteils auf diese Proteine fokussiert, obwohl sequenzspezifische
NABPs nur einen Bruchteil aller NABPs ausmachen.

Ziel dieses Projekts ist es, beide Gruppen - sowohl sequenzspezifische, als
auch nicht-sequenzspezifische NABPs - gemeinsam zu klassifizieren. Moderne
Massenspektrometrische-Methoden erlauben es, einen breiten Überblick über
diese Interaktionen zu erreichen. Dazu wurden 25 systematisch entworfene
Oligonukleotide verwendet um NABPs aus drei verschiedenen menschlichen
Zelllinien anzureichern. Insgesamt konnten mehr als zehntausend Interak-
tionen zwischen diesen synthetischen Nukleinsäuren und fast eintausend ver-
schiedenen Proteinen gemessen werden.

In dieser Arbeit werden statistische Methoden evaluiert, um eine möglichst
umfassende Klassifikation aus dem experimentellen Datensatz zu erzielen.
Parameterfreie statistische Methoden haben sich als sehr sensitiv heraus-
gestellt und erlauben es, eine grosse Anzahl an Proteinen zu klassifizieren.
Durch diese Methoden konnten Speziftäten von 174 NABPs erkannt wer-
den. Die gewonnenen Ergebnisse wurden mit verfügbarer Annotation und
zusätzlichen Experimenten validiert. Unter anderem konnten wir zeigen, dass
YB-1 an methylierte DNA bindet. Diese neue Erkenntnis könnte Auswirkun-
gen in der Krebsforschung haben.

Mittels Sequenzanalyse der neu entdeckten NABPs konnten potentielle
Nukleinsäure-bindende Proteindomänen identifiziert werden. Weiters kon-
nte anhand der generierten Klassifikation ein auf Support Vector Machines
basierender Klassifikator implementiert werden, der es erlaubt, NABPs mit
hoher Spezifität lediglich anhand der Aminosäuresequenz vorherzusagen.
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Chapter 1

Introduction

Proteins and nucleic acids are the key molecules of life. Many proteins have
enzymatic functions and thereby conduct important biological tasks. Fur-
thermore they also play a role as structural and signalling molecules. Also
nucleic acids have multiple roles in the cell. DNA contains genes which en-
code the blueprint for the assembly of proteins, whereas RNAs, besides their
involvement in transcription, also fulfil structural and enzymatic roles (i.e.
rRNA, tRNA, ...).

Elucidation of enzymatic protein functions often reveals that many pro-
teins do not accomplish their function in isolation but rather form complexes.
These protein complexes, which consist of multiple different proteins, then
fulfil a functional role [46, 45].

The importance of protein-protein interactions and protein complexes will
now be illustrated by two examples. The ribosome is a huge complex com-
posed of two subunits. Both of these subunits themselves consist of an RNA
polymer - the ribosomal RNA (rRNA) - and multiple proteins that interact
with the rRNA. Together these molecules form a stable structure which is
able to synthesize proteins from a messenger RNA (mRNA) template. This
process is also known as translation, as here the genetic nucleotide informa-
tion is translated into an amino acid sequence.

DNA polymerase is another example. It also requires the interaction
of multiple cofactors to fulfil its biological function. Many interactions are
required to allow transcription, ranging from interaction with transcription
factors in the recruitment phase to helicases that assist the transcription
process by unwinding the double stranded DNA template.

Both examples are very interesting and have great relevance in biology.
They are also interesting from another perspective as they do not only in-
volve interactions between proteins, but also interactions between proteins
and nucleic acid polymers are involved. More specifically these interactions
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occur between the ribosomal proteins and the rRNA which together form the
ribosome, but also with mRNA as a substrate in case of the ribosome. In
the case of polymerase interactions occur between the polymerase and the
DNA template as well as a primer, which is required to initiate the transcrip-
tion process. These examples also demonstrate that focusing on interactions
between proteins neglects an important part of functionally relevant interac-
tions which involve nucleic acids.

In general interactions between proteins and nucleic acids are involved in
many biological processes. These processes include transcription and transla-
tion as described above, but range much further to regulation of the lifespan
of nucleic acid molecules via stabilisation or controlled degradation [76]. Even
sensing pathogenic factors by recognising specific aspects of viral nucleic acids
and subsequent triggering of immune response involves interactions between
proteins and nucleic acids. Therefore nucleic acid binding proteins (NABPs),
which are also at the focus of this study, have always been of key interest for
biologists.

Besides focused research on key biological processes, as for example in
transcription and translation, a technique called Chromatin Immunoprecip-
itation (ChIP) [48, 68] has provided lots of information about interactions
between proteins and nucleic acids. Here a protein of interest is cross-linked
to interacting DNA fragments, which subsequently allows characterization of
the DNA binding sites. ChIP is extensively used to determine distribution
of epigenetic marks such as histone modifications and cytosine methylation
as well as to elucidate the binding sites of transcription factors. Analysing
ChIP samples by current high-throughput methods such as DNA microar-
rays (ChIP-chip [60, 75, 96, 98]) or next generation sequencing (ChIP-seq
[6, 61, 108]) allows mapping of protein-DNA interactions on a genomic scale.
An example of a transcription factor binding motif for the neuron-restrictive
silencer factor (NRSF also known as REST) derived by ChIP-seq is shown
in Figure 1.1.

More system wide approaches to decipher protein-nucleic acid interactions
were performed using protein arrays and protein binding DNA-microarrays.
Hu and colleagues extracted almost 4200 recombinant proteins which were
spotted onto a protein array. These chips were probed against a selection of
460 known and predicted DNA motifs [59]. Analysis of this massive data set
revealed sequence specific binding for many unexpected proteins. This by
itself already indicates the value of large scale studies performed nowadays.
In another effort the group of Martha Bulyk performs a contrary approach
[12]. She initially showed the ability of custom DNA microarrays to reveal
the sequence specificity of NABPs. Therefore diverse sequences are spotted
onto an array and a protein is probed against these potential binding sites.
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Figure 1.1 – Transcription factor binding motif for NRSF/REST [61],
downloaded from the JASPAR database [94]. Individual nucleotides are
scaled according to their conservation in the transcription factor binding
site which is derived from the position specific enrichment in the ChIP-seq
data.

Interactions can be measured by detecting the bound protein by fluorescence.
Meanwhile, this approach also has been expanded to chips containing all
possible octamers [115] and yields results complementing ChIP-experiments,
without being biased to DNA motifs over-represented in the used model
organism.

All of the mentioned techniques have a strong focus on measuring the
sequence specificity of selected proteins. Querying Gene Ontology (GO) [4]
annotation of the human proteome which in total contains 20422 different
proteins [1] reveals that only 550 of the 2018 DNA binding proteins are
known to bind specific DNA sequences (see Table 1.1). This clearly shows
that focusing on sequence specific binders omits a large portion of DNA
binding proteins.

Table 1.1 – Number of proteins classified to different sub-categories of the
GO term “nucleic acid binding” within the human proteome. Sequence
specific DNA binding proteins only account for 550 out of 2018 DNA
binding proteins.

GO id GO term Proteins percentage
GO:0003676 nucleic acid binding 3015 14.8
GO:0003677 DNA binding 2018 9.9
GO:0043565 sequence-specific DNA binding 550 2.7
GO:0003723 RNA binding 821 4.0

Although this annotation is incomplete, it clearly shows that sequence
specific protein-nucleic acid interactions only account for a fraction of all
protein-nucleic acid interactions, which in turn motivates broader studies
which try to measure protein-nucleic acid interactions more comprehensively.
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Going back to protein-protein interactions (ppi), these are most frequently
measured by two techniques, yeast two-hybrid (Y2H) and affinity purification
coupled to mass spectrometry (AP-MS). Meanwhile first attempts to mea-
sure protein-nucleic acid interactions by AP-MS have been undertaken. For
example Lambert and colleagues have developed a method called modified
chromatin immuno precipitation (mChIP) [71] to purify whole chromatin
complexes that contain a genomic DNA fragment and interacting protein
complexes. Therefore a DNA binding protein is tagged and used to precipi-
tate interacting DNA fragments. Mild washing conditions allow to co-purify
also protein complexes that interact with the enriched DNA fragments. Ap-
plying this approach to 102 chromatin related proteins in yeast could identify
interactions to more than 700 prey proteins, revealing new partners for low
affinity transcription factors [70] and proofs the value of such an approach
for identification of novel chromatin associated protein complexes and further
downstream analysis. Also the group of Matthias Mann could demonstrate
the power of AP-MS approaches in two “proof of principle” papers. Quan-
tifying interacting NABPs by Stable Isotope Labelling by Amino acids in
Cell culture (SILAC [89]) - a quantitative proteomics approach - they could
confirm a sequence specific transcription factor/DNA interaction. Further-
more they could also show that this approach is sensitive enough to reveal
specific binding of a protein called Kaiso to methyl-cytosine in the MTA2
gene promoter [85]. In another study they could demonstrate that AP-MS
approaches are also capable of selectively measuring interactions between
proteins and RNA [15]. These results demonstrate that meanwhile AP-MS
approaches are sensitive enough to measure protein/nucleic acid interactions
and thereby allow to complement other established techniques.

Our lab has applied similar approaches to identify novel sensors of the in-
nate immune system which sense for nucleic acids of pathogens and thereby
trigger immune response [93, 13, 64]. For example we could show that a
protein called AIM2 acts as a sensor for DNA in the cytoplasm and trig-
gers downstream immune response [13]. Here we want to employ a similar
approach on a larger scale with the aim to derive a novel classification of
NABPs. In contrast to most of the studies described above the approach
will be performed in human samples which increases complexity but also
scientific relevance of the study. Of course the analysis of large data sets
deserves statistical care-taking, therefore this study will evaluate adequate
statistical methods to extract meaningful results from a medium size systems
biology data set.

Parts of this thesis are taken from a paper [34] describing this project.
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Chapter 2

Theory

This chapter tries to briefly introduce the theory behind the statistical meth-
ods applied throughout this thesis.

2.1 Types of measurement scales

Scientific progress in empirical sciences relies on measurements. These mea-
surements can be acquired on different scales. The theory of scales as used
nowadays was first described by Stanley Smith Stevens in 1946 [104]. Here
four different levels of scales were distinguished:

1. The nominal scale basically allows assigning objects to different groups
but does not capture relationships between the groups. The only com-
parison which can be done for objects on the nominal scale is comparing
for equality, and thereby identifying if two objects belong to the same
group.

2. On the ordinal scale relationships are defined and therefore it is possible
to rank objects. This is enabled because operations for the comparison
of objects like smaller and larger are defined on the ordinal scale which
in turn permits ranking. Ordinal data can be further subdivided into
singular- and grouped ordinal scaled data. This depends on the possi-
bility of ties in the measurements, so if no ties can occur, the data is
of singular ordinal scale.

3. On the interval scale further operations like subtraction and addition
are defined. Still the zero point on this scale can be arbitrary which
makes numerical operations like multiplication or division meaningless.
The classical example for an interval scale is the Celsius temperature
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scale. Here the difference between 10 and 20 degrees is as large as
between 20 and 30 degrees which is not necessarily true on an ordinal
scale. But 20 degrees does not mean that it is twice as warm as at 10
degrees.

4. The highest level of measurement is the ratio scale. Here multiplication
and division are also valid. The Kelvin temperature scale is an example
for a ratio scale, in contrast to the Celsius temperature scale, which is
an interval scale.

These four levels are hierarchical, which means that measurements from a
higher scale can be transformed onto a lower scale, but the opposite is not
possible, e.g. it is possible to transform data from an interval scale onto
ordinal scale but the reverse transformation cannot be performed. As a
consequence of scale properties not all statistical measures make sense on
each scale. For example it is not meaningful to compute the mean of a
nominal scaled parameter. Here computing the mode is more appropriate.

2.2 Non-parametric statistics

For choosing a statistical test it is important to determine if the distribution,
from which the samples were drawn, is known. A variety of tests, which
allow testing of different hypotheses, have been developed for multiple back-
ground distributions. Probably the best known example is the t-test, which
allows testing for a difference in means between two normally distributed
samples. As the assumed distributions can be specified by their parameters
and therefore the tests relies on the parameters of the distribution, these
tests are known as parametric tests. If the data points follow a standard
statistical distribution, for which a test that can evaluate the hypothesis of
interest has been described, the corresponding parametric test should be ap-
plied. Otherwise, if it is not clear from which background distribution the
samples were drawn or there is not sufficient similarity to a standard distribu-
tion, non-parametric tests are more appropriate. This decision is sometimes
difficult as parametric tests are somewhat robust to a deviation from the
assumed distribution. Also, if the data was measured on an ordinal scale,
non-parametric methods have to be applied. This is a clear advantage of
non-parametric methods, as for most parametric methods it is required that
the data is measured at least at an interval scale due to the design of their
test statistic.

As mentioned above, parametric tests require the sample data to be de-
rived from a defined statistical distribution. Non-parametric tests are more
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flexible, they do not have this requirement and can be applied to both kinds
of data, independent whether the data was derived from a known distribu-
tion or not. This is a big advantage, as they can be applied to a wider range
of data sets without requiring to check this precondition. Of course this ver-
satility comes at a price. As parametric tests have higher prior knowledge
about the measurements, they are more powerful in detecting deviations from
the null hypothesis in the data. This means, that an incorrect null hypothe-
sis is correctly rejected. The power of a test is computed by the fraction of
examples in which a test correctly identifies an incorrect null hypothesis at a
given effect size. This value is usually computed from simulated data using
Monte Carlo methods. The second disadvantage of applying non-parametric
tests on data that would be suited to application of a parametric test is that
the efficiency of the test is reduced [72]. The efficiency of a test allows power
comparisons of statistical tests with identical alternative hypothesis. It is
the ratio of the population sizes that are required to significantly reject the
null hypothesis at a given effect size. Here the population size of the stronger
(parametric) test is used as the numerator and hence the efficiency of a test
that requires a larger data set is below one. As this measure depends on the
given effect size ∆ and the level of significance α more generic measures have
been developed. It is possible to either increase the population size of the
stronger test towards infinity and get an asymptotic relative efficiency (ARE)
or to use Monte-Carlo-Methods to simulate the difference in efficiency. Here
sample data that does not fulfil the null hypothesis is simulated and the
number of correct rejections of the null hypothesis is counted. The ratio
between these two numbers is then called the (local) relative efficiency. The
local relative efficiency is dependent on the sample size. Parametric tests are
usually more efficient on data, which fulfils the assumptions underlying the
parametric test. If these prior assumptions are not fulfilled, non-parametric
methods rapidly catch up in efficiency and outperform parametric methods,
although parametric methods are to a certain degree robust against violations
of the prior assumptions. This is especially pronounced for small sample sizes
[56]. The superior performance of parametric methods on data that fulfils
the requirements for a parametric test is also obvious to a certain degree, as
most non-parametric methods are employed on an ordinal scale and there-
fore information is lost compared to parametric methods which rather use
the interval scale directly. Also parametric methods take advantage of more
prior knowledge, as the distribution of the data is pre assumed. This disad-
vantage of non-parametric methods is of course more prominent in idealised
text book examples and usually less pronounced on not so well distributed
“real life” data sets.

In the opposite case, applying a parametric test to data that does not
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fulfil the requirements of the parametric test i.e. is not distributed according
to the tests precondition, the results will be incorrect.

On the other hand, applying a parametric test to data which does not
fulfil the requirements of the parametric test will cause incorrect results. As
mentioned above, there is some robustness to deviations from the precondi-
tions in parametric tests, but to be on the safe side applying non-parametric
methods is advisable. In practice the requirements for parametric tests are
often not fulfilled and applying non-parametric methods is more suitable.
Therefore non-parametric analogues to most parametric statistical methods
have been developed.

Non-parametric statistical methods will now be illustrated by an example
of a non-parametric test which will also be used later in this thesis: the U
test.

2.2.1 U test

The U test is a frequently used non-parametric test which can test for dif-
ference in population medians. In contrast to a standard t-test, it allows
to compare samples that are not derived from a normally distributed pop-
ulation. Also when the data is measured on an ordinal scale or outliers are
expected in the data, the U test is the appropriate method to compare sam-
ples. Of course it can also be applied to normally distributed samples, but
then it suffers from reduced power compared to the t-test, which is better
suited in this case. The test was originally developed by Wilcoxon [109, 77]
as well as Mann & Whitney [81] and is therefore also known as the Wilcoxon
test or the Mann-Whitney test. The null hypothesis which is tested by the
U test is, if there is a significant difference between the average rank of the
two samples (see Equation 2.1) after they were transferred onto a common
rank scale [109].

H0 : E(R1) = (R2) (2.1)

The underlying test statistic U is computed by summing the number of mea-
surements in the second sample that are larger than the measurement in
the first population for all measurements in the first population. The same
statistic is computed after switching the groups (U ′). These sums can be
efficiently computed by Equations 2.2 and 2.3 respectively.

U = N1N2 +
N1(N1 + 1)

2
− T1 (2.2)

U ′ = N1N2 +
N2(N2 + 1)

2
− T2 (2.3)
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Here N1 and N2 are the sample sizes of the two groups and T1 and T2 are the
sums of the ranks of the respective group. The minimum of these two values
U and U ′ is used as the test statistic. The distribution of the test statistic
can be computed from combinatorial considerations and hence the smaller
of both values is compared with the test statistic at a given significance level
α. If both sample sizes are larger than 20 the distribution of U can be
approximated by a normal distribution [52]. The mean and variance for this
normal distribution are computed according to Equations 2.4 and 2.5.

E(U) =
N1N2

2
(2.4)

σU =

√
N1N2

N1 +N2 + 1

12
(2.5)

A test which is mathematically equivalent was developed by Wilcoxon [110]
as already mentioned earlier. This test statistic is based on the sum of the
ranks of the smaller sample. This test is also known as the Wilcoxon rank
sum test. If ties occur in the sample data, the variance of the test statistic
is reduced and a correction needs to be applied [25].

2.2.2 Resampling methods

Resampling methods are a group of statistical methods that allow analy-
sis by sampling from the sample data. As the samples of the resampling
method are drawn from the original sample data, these methods usually do
not rely on assumptions regarding the distribution of the data. To obtain
accurate results, resampling methods require taking a high number of sam-
ples of the original data and performing computations on them individually.
This repeated procedure obviously requires a higher number of computations
compared to standard statistical methods and was a limiting factor for the
application of resampling methods before the availability of computers. With
the propagation and progress of computational power, resampling methods
have become more attractive and widely used. This is also reflected in an
increase of scientific publications in the field since the eighties of the last
century.

Resampling methods allow to estimate the precision of a statistical mea-
sure (confidence intervals), hypothesis testing and also to assess the perfor-
mance of predictive methods. There are different methods that belong to
the family of resampling methods some of which will now be introduced in
further detail.
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Permutation tests

Permutation tests - or exact tests - were first described by Fisher and Pitman.
The beauty of permutation tests is, that they provide exact significance levels
with only few mathematical assumptions, which makes them widely applica-
ble. On the other hand their calculation is computation intensive, which has
limited their use initially.

The basic idea behind permutation tests is to permute the data and
thereby extract a distribution of the test statistic. This distribution is then
used to determine the significance level of the value of the test statistic on
the original data which was not permuted. The derived significance level can
be used to perform hypothesis tests. Permutation tests do not require the
sample data to be derived from a certain distribution and therefore belong
to the group of non-parametric tests. Instead of inferring the distribution
of the test statistic that is observed under certain preconditions, the origi-
nal data is sampled to obtain the background distribution from the original
sample data which preserves and also adapts to the distribution of the sam-
ple data. The permutation test is most frequently used in the two-sample
problem. Here, each data point is connected to a group assignment. Now the
permutation test shuffles these group assignments to guarantee that the null
hypothesis is fulfilled. Subsequently the test statistic is computed for each
of these permuted data sets. These values form the distribution of the test
statistic under the null hypothesis. Comparing the value of the test statistic
for the original - unpermuted - data to this distribution allows to infer the
significance level. This is achieved by calculating the fraction of cases, where
the test statistic of the permuted data is more extreme than the original
value of the test statistic on the unpermuted data set. This measurement is
called the achieved significance level (ASL). As described above, it is the
fraction of events where the value of the test statistic of the permuted data
sets θ̂∗ is more extreme than the statistic computed on the original data θ̂.

ASL = ProbH0{θ̂∗ ≥ θ̂} (2.6)

The achieved significance level is equivalent to a P value and is used to de-
cide if the null hypothesis is rejected at a certain significance threshold α.
As the permutation test tests all possible combinations of the original data
it provides an accurate P value. An accurate P value means that the test
does not falsely reject a null hypothesis by delivering a too small P value.
Although the P value is always accurate, the choice of the test statistic crit-
ically influences the power of the test [41, p. 211]. So by using a proper test
statistic one can increase the power of the test that can better discriminate
between data sets where the null hypothesis is true and others where it is
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not.
The number of possible permutations dramatically increases with the size

of the data set. If the two groups in the two sample problem have size n and
m, the number of possible permutations of the group assignments is(

m+ n

m

)
=

(m+ n)!

n!m!
(2.7)

This number grows rapidly and therefore it is not always feasible to compute
the test statistic of all possible permutations within reasonable time. Hence
Monte Carlo methods that sample a random subset of all possible permuta-
tions have been developed [35]. Here the test statistic is only computed on
a randomly chosen subset of all permutations and the distribution of these
values is used as an approximation of the distribution of the test statistic
for all permutations. Consequently, the result of the permutation test is not
completely accurate any more, but if a sufficient number of permutations is
performed the derived result is still very accurate.

Bootstrap

Bootstrap methods were first described by Bradley Efron in 1979 [40]. The
bootstrap is mainly used to estimate confidence intervals for statistical mea-
sures. This is achieved by sampling data points from the original sample data
and computing the measure on this resampled data set. Iteratively repeat-
ing this procedure generates a distribution of the measure of interest. This
distribution can be used to infer confidence intervals of the parameter in the
distribution from which the sample data was obtained. So for example the
bootstrap allows computing a confidence interval for the mean of a distribu-
tion from which sample values were drawn, only by the use of these sample
values. A huge advantage of the bootstrap is that these confidence intervals
can also be computed for test statistics for which no analytical solution is
known, e.g. the median or trimmed mean. As the bootstrap does not assume
any distribution from which the samples were drawn it belongs to the family
of non-parametric statistical methods.

Although computing confidence intervals of statistical measures is quite
useful by itself, the bootstrap can also be used to perform hypothesis tests.
This is achieved by computing the value of the test statistic on a sufficient
number of bootstrap samples. To compute the significance level of the test,
the expected value of the test statistic under the null hypothesis is compared
to the values of the test statistic on the bootstrap samples. The quantile of
the expected value of the test statistic in the bootstrap values reflects the
significance level of the hypothesis test. For example if we want to test for
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equality of means by using the test statistic θ = x − y then the expected θ
under the null hypothesis is θ = 0. Now computing bootstrap replicates of
the difference of means from the sample data provides a distribution. The
quantile of the expected value of the test statistic θ = 0 within the bootstrap
values of the test statistic allows to compute the P value under which the
null hypothesis should be rejected.

In the case of hypothesis testing, the bootstrap and permutation tests are
closely related. The key difference is that each data point in the bootstrap
data sets is sampled from the complete original data set, whereas in per-
mutation tests the data is shuffled and essentially only the order is affected.
Consequently a data point from the original data set can occur multiple times
or not at all in a bootstrap sample, on the other hand each data point oc-
curs exactly once in the permuted data set of a permutation test. So from a
combinatorial point of view the difference between both methods is, that the
sample data points are drawn with replacement by the bootstrap method,
whereas they are drawn without replacement in the permutation test. This
difference leads to an even faster growing number of possible resampling data
sets compared to permutation tests (see Equation 2.7), because a single data
point might occur multiple times. The number of possible data sets grows
rapidly with the size of the data set (see Equation 2.8).

(n+m)(n+m) (2.8)

Therefore bootstrap is usually performed on a certain number of randomly
chosen samples from all possible data sets and not all possible bootstrap data
sets are evaluated, similar to Monte-Carlo permutation tests.

Cross-validation

Cross validation also belongs to the family of non-parametric methods, al-
though the aim behind this method is quite different from methods intro-
duced above. Whereas bootstrap and permutation tests are used to infer
the population distribution of test statistics and thereby allow to derive con-
fidence intervals and perform hypothesis tests, cross validation is used to
measure the performance of classification algorithms.

A classifier with a high number of parameters can model the aspects of a
given training data set in more detail. As the training data set besides the
actual signal also contains noise, a complex classifier will start to model the
noise in the signal. The aim in classification is to model a general trend in
the data set - generalisation - without adapting to noise. A powerful classifier
with too many parameters is likely to adapt to noise in the training set and
therefore looses the ability to generalise. When a new entity is presented to
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this classifier, the performance will be dramatically below the performance
estimated on the training set.

Cross validation is a technique to check against this overfitting. Here the
data set is split into partitions to circumvent this problem. One partition
is used as a training set, whereas the other partitions are used to evaluate
the model performance on unseen entities. This partition, which was left out
during the training, is called the test set. After training, model performance
is measured on the test set. Here performance measures lead to more realistic
results, as the data points in the test set were not seen by the classifier in the
training phase. This procedure is iteratively repeated until each partition
was used as the test set once.

If the data set is small it can be split into partitions of size one which
is referred to as “Leave-one-out cross-validation” or “full cross-validation”.
This is computationally expensive for larger data sets, as the number of
model trainings is equal to the number of data points. Therefore for larger
data sets N -fold cross-validation was developed. Here the data set is split
into N partitions that contain multiple data points of the training set.

2.3 Machine learning

Machine learning is a discipline of artificial intelligence. Here methods try
to infer properties of a data universe from a training set which is a subset of
the data universe. Extracting knowledge from this training set is achieved by
finding a simplified model that can describe the training set. This process of
identifying a simplified model is called generalization. Generalization allows
to apply the model to novel entities in the data universe and predict their
properties correctly. According to the principle of parsimony, the learned
models should be as simple as possible to allow correct prediction on novel
entities. If too complex models are chosen, they tend to overfit the training
data and lose predictive power on novel entities. This phenomenon can be
antagonised by splitting the training set in partitions to generate a training
and a test data set, like for example by cross validation as described above.

Machine learning can be applied to both, labelled and unlabelled training
data sets. Working on labelled data sets, where a desired outcome is provided
in the training set is referred to as supervised learning, whereas when no
labels are available, methods are known as unsupervised learning.
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2.3.1 Support Vector Machines (SVMs)

Support vector machines are a supervised machine learning method which
was invented by Cortes and Vapnik in 1995 [27]. They can be used for both,
classification and regression problems [107]. Here only the use of SVMs for
classification will be discussed.

To predict the desired output parameter, SVMs try to find an optimal
hyperplane that can separate the entities of the training data into the groups
specified in the output parameter of the training data set (see Figure 2.1a).
This hyperplane is also referred to as decision surface, as it separates the data
set into two groups and allows to decide on which side of the hyperplane a
given data point lies. Usually the method is used to separate a data set into
two groups (binary classification), but also extensions for multiple groups do
exist [67].

If there are multiple hyperplanes which allow to separate the data set
into the desired groups, the best hyperplane is selected by surrounding the
hyperplane by a margin, in which no data points are allowed (see Figure 2.1b).
The hyperplane with the largest margin in which no data points do occur, is
chosen as the best hyperplane. As a consequence of this maximisation, SVMs
belong to the group of maximum margin classifiers. Maximising the margin
with the constraint that the decision surface is linear can be formulated as
an optimisation problem. Such constrained optimisation problems can be
efficiently solved using Lagrange optimisation. The derived solution is solely
dependent on the few data points that lie exactly on the margin, whereas the
remaining data points do not influence the solution. As these data points
are sufficient to compute the optimal hyperplane, they are also referred to as
support vectors.

Often the training data set contains noisy data points which are more
likely to be support vectors. Therefore an extended approach known as soft
margin classifiers [27] has been developed, which allows data points to be
present within the margin (see Figure 2.1c). Depending on how far data
points penetrate into the margin, they are penalised by so called slack vari-
ables. This penalty is also taken into account in the optimisation of the
hyperplane. The magnitude of this penalty can be defined by the user in a
parameter called cost coefficient. Of course a small penalty for data points
in the margin creates a larger set of solutions and leads to a solution with a
larger margin. Allowing data points to penetrate the margin usually makes
the solution more robust and leads to improved classification performance,
although the presence of data points within the margin can also lead to
incorrect predictions if a data point is beyond the decision surface.

As the data set is separated by a hyperplane in feature space, it needs to
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Figure 2.1 – Decision surfaces for a two dimensional data set. (a) Poten-
tial linear decision surfaces. (b) Maximum margin decision surface. The
margin is shown in light grey, whereas the central decision surface is dark
grey. (c) A soft margin decision surface. Here a potential outlier is located
in the margin

be linearly separable for the algorithm to find a solution. Linearly separable
means that the data points can be separated by a hyperplane into the two
desired groups. This restriction can be circumvented by applying the so
called ”kernel trick” [2, 10], which transforms the input data into a higher
dimensional feature space. Lagrange optimisation which is used to solve
the optimisation problem and derive the optimum decision surface also has
the advantage that it can be nicely combined with the kernel trick, which
turns the linear into a very efficient non-linear classifier. Transforming a
data set which is not linearly separable in the original feature space into
a higher dimensional feature space using the kernel trick often allows to
make the data set linearly separable in this higher dimensional feature space.
Therefore different kernels such as linear-, polynomial- and Gaussian-kernels
are available and frequently used. Unfortunately it is not possible to predict
which kernel will lead to an optimal solution, therefore different kernels have
to be evaluated. As using kernels increases the complexity of the model this
can also lead to overfitting, which can be circumvented by evaluating model
performance with cross validation.
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Chapter 3

Methods and Background

3.1 Nucleic acid structure prediction

Nucleic acids are polymers, composed of a linear chain of nucleotides. DNA
and RNA contain four different nucleotides, both species share adenine(A),
cytosine(C) and guanine(G). DNA also contains thymine(T), whereas RNA
contains uracil(U) as the fourth nucleotide base instead. The ability to form
hydrogen bonds leads to increased affinity between Cytosine and Guanine, as
well as adenine and thymine or Uracil respectively in RNA. For this reason
the antisense strand in double stranded DNA contains the complementary
base to maximize binding forces between both strands. In single stranded
nucleic acids this leads to the formation of folding patterns. Upon a certain
length, single stranded nucleic acid chains fold into structures depending
on their nucleotide sequence, trying to pair as many nucleotides with affin-
ity (C&G; A&T/U) besides other structural constraints like bending angles.
These structures have implications on the function and recognition of nu-
cleic acid molecules and therefore predicting this fold from the nucleotide
sequence is an important task in computational biology. Many methods to
predict RNA structures have been developed [116, 100, 28, 84, 29, 83].

As DNA occurs predominantly double stranded, research was focusing
on the prediction of RNA structures, nevertheless single stranded DNA also
forms structures. ViennaRNA [57] is a software package which allows the
prediction of both, DNA and RNA secondary structures. It facilitates a
dynamic programming approach to compute the secondary structure with
minimum free energy which is also the most probable fold of the nucleic acid
chain.
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3.2 Mass Spectrometry (MS)

Mass spectrometry (MS) is a technology that allows to measure the mass
of charged molecules with high accuracy. This is achieved by exposing the
charged sample molecules to a defined force which in turn leads to accelera-
tion of the ions. If the same force is applied to different ions, their acceleration
is solely dependent on their mass [87]. Conversely, this enables the separa-
tion of molecules by their mass and thereby allows measuring the mass of
charged molecules. As the force acting on the ion is also dependent on its
charge, multiply charged molecules are exposed to a multiple of the force.
Consequently the MS instrument does not measure the mass itself but the
mass to charge ratio (m

z
). Many different types of MS instruments have been

developed which use the described principle.
Biological samples are often pre-separated by liquid chromatography (LC)

to reduce their complexity at a given time-point of the analysis. Measuring
exact masses allows identification of proteins. This can be achieved in two
ways. Either intact proteins are measured “top-down-proteomics”, or the
protein can be digested with a protease and the resulting peptides are mea-
sured by MS “bottom-up”. As different peptides can have identical masses,
peptides are usually further fragmented and the mass of these fragments is
used to identify the peptide (“Tandem-MS” or “MS/MS”). The coupling of
liquid chromatography to Tandem Mass spectrometry - LC-MS/MS - is prob-
ably the most frequently used setup for protein identification nowadays. As
the signal intensity for a certain molecule correlates with its abundance, also
quantitative approaches are being developed.

In general an MS instrument consists of three major parts:

• an ion source, to charge the analyte molecules

• an analyser, to separate the ions based on their mass-to-charge-ratio

• and a detector to detect the ions

For each of these components multiple variants have been developed. Some
of these with relevance in protein identification are further described here.

3.2.1 Ion sources

Biological samples are mostly ionised by electrospray ionization (ESI) [44]
and matrix-assisted laser desorption/ionization (MALDI) [62]. MALDI and
ESI provide soft ionization techniques that do not destroy fragile large molecules
which is important in the analysis of biological polymers such as proteins and
peptides.
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Matrix-assisted Laser desorption/ionization (MALDI)

MALDI was developed by Karas in 1987 who observed, that mixing peptides
with solvent and tryptophan allows ionization of alanine side chains in the
peptides by pulsed laser stimulation [63]. Meanwhile multiple new matrix
substances have been identified instead of tryptophan. These matrix sub-
stances increase laser absorption and allow to ionise more molecules in the
sample. Although efficiency of the MALDI approach has been improved, ad-
ditional sample preparation is required, which is the major disadvantage of
MALDI.

Electro Spray Ionization (ESI)

Electro Spray Ionization was invented by John Fenn in 1989 [44], for which
he also was rewarded the Nobel Prize in Chemistry in 2002. Here the sample
is ejected through a small needle tip which is connected to a high voltage.
This generates a spray containing charged droplets. Besides charged analyte
molecules, these droplets also contain solvent. To get rid off the solvent in
the droplets the spray is exposed to a strong counter flow of warm gas, which
supports evaporation of the solvent which in turn decreases droplet size.
Reduction of droplet size leads to increased charge density within the droplet
and this furthermore leads to instability of the droplet when the forces within
the droplet due to charge exceed the surface tension. Finally this causes
a so called “Coulomb explosion” and subsequent desorption of the sample
ions. The ESI approach has undergone substantial miniaturisation which also
led to a reduction in sample flow rates. Along these lines technologies like
“microspray” [42] and “nanospray” [111] have been developed. Of course this
miniaturisation is beneficial for biological experiments with limited sample
amount, e.g. when tiny model organisms or patient biopsies are analysed.

After sample ionisation the charged sample molecules are accelerated and
focused to form an analyte beam within the mass spectrometer.

3.2.2 Mass Analysers and Detectors

Sector instruments

One approach to allow mass measurements is to send the ion beam through a
magnetic or electro static field which applies a force to the ions and thereby
influences their motion. The magnitude of this deflection is dependent on the
mass (m) and the charge number (z) of the ionised molecule as well as the
strength of the field. This leads to a spatial spreading of the beam. Altering
the strength of the field or the initial momentum of the ions allows to control
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this deflection. This can be used to “scan” a range of masses over time by a
single detector.

Quadrupole The quadrupole constitutes of four parallel, rod shaped elec-
trodes which are arranged in a square. An alternating voltage (AC) is applied
to two opposite electrodes and a second alternating voltage is applied to the
two remaining electrodes. This generates a rotating electrostatic field which
makes the path of ions passing through the quadrupole instable and only
ions of a selected m

z
can pass through the quadrupole. Obviously this can be

used to filter ions. After filtering, selected ions that passed the quadrupole
can be measured by a detector. Similar to sector instruments this is used to
scan the spectrum over time. Alternatively a quadrupole can also be used to
filter ions ahead of fragmentation in Tandem MS.

Time of flight (TOF)

Another possibility to measure the mass-to-charge ratio of charged molecules
in an MS instrument is to accelerate the ions by an electric field and mea-
sure the time it takes the particles to travel a known distance. Instruments
which measure the mass-to-charge ratio by measuring the travelling time of
the ions are referred to as “time of flight” (TOF) instruments. As the ions
are exposed to the same electric field the acceleration is dependent on the
ion mass. Heavier ions are less accelerated and will require a longer time to
travel a certain distance. Of course also the charge of the ion affects the ac-
celeration and doubly charged ions will be accelerated with double force. The
acceleration can be applied into the original moving direction of the ions in
the beam - therefore the beam needs to be gated, but also fields which accel-
erate the beam ions sideways (Orthogonal acceleration TOF) or even invert
their moving direction (Reflectron TOF) are used. Using a reflectron allows
to extend the path of the ions. Because travelling time can be measured at
a certain precision, this leads to increased resolution of the instrument as a
longer ion path leads to a stronger separation of sample ions within the time
scale.

Orbitrap

Another possibility to determine the mass of the ions is to trap the ions in
an orbit around a strong charged electrode. Mass analysers applying this
principle are called Orbitraps. Alexander Makarov invented Orbitrap instru-
ments in the year 2000 [80]. The idea of orbitrap combines principles already
used in other instrument types (the Kingdon trap and Fourier Transform Ion
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Cyclotron Resonance) in a sophisticated way. Here sample ions are captured
in a collection quadrupole. After a short collection period of about 100 ms,
the collected ions are injected into the orbitrap analyser by a very rapid
pulse which is shorter than a microsecond [58]. This is important in order
to deliver the sample ions within a package of limited size into the orbitrap.
The orbitrap analyzer constitutes of a central spindle electrode and an outer
barrel formed electrode. These two electrodes generate a strong electric field
that can stabilise the injected ions on orbital trajectories around the central
electrode. Figure 3.1 shows a schematic overview of the construction of an
orbitrap instrument (schema taken from [58]). In contrast to a quadrupole

Figure 3.1 – Schematic overview of an orbitrap instrument, also indicating
the pressure at individual components. (taken from [58])

where all the four electrodes are outside the sample the orbitrap applies a
static field, to stabilise the ions on circular trajectories. The rotational speed
of the sample ions here is dependent on mass-to-charge ratio m

z
. The ro-

tating ions create an alternating current which can be detected by sensor
electrodes. As the rotational speed is dependent on the mass-to-charge ratio,
the frequency of the detected current (“image current”) allows to calculate
the mass-to-charge ratio of the sample ions. This is achieved by calculating
the frequencies of the recorded image current using Fast Fourier Transfor-
mation [26]. The resulting frequency spectrum can then be converted into a
mass spectrum. As the sample ions can be circulated for a high number of
orbital revolutions the frequency can be determined very precisely which in
turn allows very precise mass measurements. This represents a big advantage
of Orbitrap instruments.

A frequently used setup is to couple an ESI ion source to an orbitrap mass
analyser [53]. Biological samples in this work were also analysed according
to this setup.
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3.2.3 Protein identification by mass spectrometry

Besides the identification of chemical compounds, the identification of pro-
teins in biological samples is one of the main applications of MS. Here also the
identification of protein modifications - like phosphorylation or ubiquitination
- becomes increasingly important, as these are key regulatory mechanisms in
biology.

Peptide mass fingerprinting

Identification of proteins can be achieved by an approach called “peptide
mass fingerprinting”. This approach was developed in 1993 by multiple
groups [82, 54, 90]. Here the proteins in a biological sample are digested
by a protease into peptides. To generate well defined peptides a protease
with specific cleavage properties is used. Trypsin has been established as
a frequent cleavage enzyme for protein digestion. It cleaves proteins at the
carboxy side of lysine or arginine, except when these are followed by proline.
Also chymotrypsin, which cleaves proteins at amino acids that contain an
aromatic ring (tyrosine, tryptophan and phenylalanine), is used for protein
digestion. The defined cleavage site of these enzymes allows to calculate
the mass of expected peptide fragments from protein sequences. The masses
measured in an MS experiment can then be compared to theoretical fragment
masses of proteins in a protein sequence database.

Tandem MS and MSn

The information obtained from a peptide mass finger printing experiment is
often too little to allow to uniquely identify a protein from large protein se-
quence databases. Therefore fragmentation approaches have been developed
that allow to obtain more information about the peptides present in the sam-
ple and thereby enable more precise protein identification. Here, the peptide
mixture injected into the instrument is analysed by an MS scan (MS1). After-
wards a subset of the observed peptides is selected for fragmentation. This
choice is based on the observed spectra and can be adapted by targeted-
aspects to focus the analysis on peptides/proteins of specific interest. The
fragmentation process breaks chemical bonds within the peptide, which en-
ables the measurement of fragment masses in a second MS run (MS2). This
workflow is usually repeated in cycles, where one MS1 scan is followed by
multiple MS2 scans. In total up to several thousands of spectra are acquired
during the analysis of a single sample. Also approaches that perform multiple
fragmentation cycles (MSn) are being used to further fragment molecules of
interest.
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Fragmentation techniques

Tandem MS and MSn approaches require further fragmentation of sample
molecules. Therefore a variety of different approaches have been devel-
oped. Collision-induced dissociation (CID) and electron-transfer dissociation
(ETD) are two frequently used techniques for peptide fragmentation. In CID
the selected sample peptide is fragmented by collision with a neutral gas. The
collision induces breakage of chemical bonds. These bond breaks can occur
at different positions in the sample peptide. To improve identification of the
sample peptide, bond breaks at peptide bonds are desired. Also bond breaks
between the peptide backbone and the amino acid side chain do occur, which
are less informative for peptide identification. A nomenclature for peptide
fragments has been established which terms the ions dependent on break-
age position and if the amino- or carboxy-terminus of the initial peptide is
contained in the fragment ion.

In ETD [105] the sample peptide undergoes a chemical reaction with
anions. This leads to fragmentation of the peptide and the transfer of an
electron from the anion to the sample peptide. As an electron is transferred to
the peptide fragments, ETD only works for multiply charged peptides. Singly
charged ions would be neutralised by the electron transfer and therefore
resulting fragments are not detectable in a mass spectrometer. The advantage
of ETD is, that peptides are predominantly fragmented at the peptide bond
and c and z ions are generated. These are more informative for peptide
identification as well as for the identification of post translational protein
modifications [23].

Additional technical aspects

To increase the analytical resolution of MS approaches, complex protein sam-
ples are usually pre-separated by liquid chromatography (LC) which is di-
rectly coupled to the MS instrument (online LC-MS). For further increase of
analytical resolution it is also common to perform offline pre-separation of the
complex protein mixture in the sample by gel electrophoresis or another LC
run that uses a different gradient than the second - online - gradient. These
offline separation techniques are performed before the actual MS analysis
and the fractions generated are usually analysed as independent injections.
Although all these improvements meanwhile have led to the identification
of the complete proteome - all proteins - of a yeast cell [86], abundance of
different protein species spans a wide range over several orders of magnitude.
This high dynamic range of protein abundance in biological samples is usu-
ally still an issue in MS analysis and leads to the loss of identification of low
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abundant proteins.
Besides the identification of proteins themselves, the identification of pro-

tein modifications has become increasingly important. These post transla-
tional modifications (PTMs) play an important role in cellular regulation.
As the modification leads to a predictable alteration of the molecular mass,
mass spectrometry allows to identify these modifications. In practice many
modifications are present only in a small fraction of the sample which makes
initial enrichment of modified proteins a requirement.

Also quantitation of proteins by MS is becoming increasingly important.
As regulation of biological systems is often mediated by regulating the abun-
dance of protein species, determining and comparing quantitative proteomics
data is instrumental to study regulatory processes in biological systems. Mul-
tiple approaches such as SILAC [89] or iTRAQ [101] have been developed.
These techniques require chemical labelling of the samples and allow to mea-
sure abundance by comparing ion intensities in the MS spectra. The chemi-
cal labelling approaches are significantly more cost- and/or labour-intensive,
resulting in the development of computational methods for “label-free” quan-
titation of proteins from MS data without prior labelling.

Database search

The measured spectra are subsequently used to identify sample proteins.
Tandem MS data allows to infer the amino acid sequence of a peptide from
the peptide fragment spectra. As no additional information is required, this
approach is known as “de novo sequencing”. As the mass of leucine and
isoleucine is identical, it is not possible to resolve the difference between
these amino acids by de novo methods. Also a huge number of amino acid
modifications and the combinatorial growth of the search space makes de
novo methods cumbersome.

Alternatively it is possible to compare measured spectra with hypothetical
spectra from a protein database. In the age of many completed genomes and
gene loci prediction, complete protein databases get available and database
searching is mainly used for protein identification. Therefore peptide se-
quences of all sequences in a protein database are calculated. This “in silico
digestion” is possible due to the predictable cleavage properties of digestion
enzymes used in the sample preparation. For the generated peptides, frag-
ment masses are calculated and compared to measured MS2 spectra. The
match between the experimental and the theoretical spectrum is judged by a
scoring function. Of course the set of possible modifications increases the size
of the search space, but the knowledge of known peptide sequences derived
from the protein database leads to substantial reduction of search space,
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with obvious advantages and disadvantages - as for example the inability to
identify peptides with point mutations, as these are not represented in the
database. Multiple database search engines like SEQUEST [43], Mascot [92]
or Phenyx [24] that work according to the above described principle have
been developed.

To determine score thresholds for reliable peptide identification, the ex-
perimental spectra can be queried against a database with reverse protein
sequences. Inverse peptide sequences should not be found in the sample and
are therefore used as a negative control set for identification. This allows
to adjust the threshold in order to achieve a desired False Discovery Rate
(FDR). Also approaches that generate a negative control protein database
by shuffling amino acids and therefore also leaving amino acid abundance
ratios constant have been proposed.

After the reliable identification of peptides, these are mapped back to un-
derlying protein sequences in the database to determine the proteins present
in the sample. The number of spectra, that can be matched onto a cer-
tain protein, is referred to as “spectral count”. This measurement can be
used to quantify protein abundance [88], but due to reduced accuracy in
comparison methods that quantify protein abundance by chemical labelling
these label-free measures are referred to as “semi-quantitative” measures of
protein abundance.

Peptide sequences exist which are present in multiple proteins, mostly
due to homology. These “shared peptides” cannot uniquely be mapped on
a single protein, but are present in multiple proteins in the database. This
is of course a problem for protein identification. In such a case, grouping of
potentially identified proteins - which share the non-unique peptide sequence
- based on detected peptides is necessary. Often an additional peptide, which
is specific for a protein within the group is also identified in the MS data and
can be used to partially resolve this problem and allow protein inference.
The presence of such a “specific” peptide allows to infer that the protein
containing this peptide is indeed present, but does not allow to conclude
that the other proteins which contain the shared peptide were not present
in the sample. The problem of shared peptides is also relevant in protein
quantitation by chemical labelling, as it can lead to different abundance
ratios between shared and unique peptides if multiple proteins that contain
the shared peptide were present in the sample.

3.2.4 Normalisation of MS data

Data normalisation is an important aspect in the analysis of quantitative
(labelled), but also for semi-quantitative (label-free) MS data sets. As the
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features of quantitative and semi-quantitative (spectral-count) data sets are
very distinct, different methods have been developed for these approaches. As
the experimentally obtained data in this work is of semi-quantitative nature,
this section will focus on the normalisation of semi-quantitative data sets.

The number of spectra (spectral count), which led to the identification
of a protein, correlates with the proteins abundance in the sample. There-
fore normalisation methods for semi-quantitative are usually based on the
spectral count. Rsc [88] and NSAF [117] are two commonly used methods
for normalising protein quantitation of label-free shotgun data. Also meth-
ods that take into account ion intensities in the MS1 spectrum either by
summing up intensities or by computing the area under the elution curve in
the ion chromatogram of the individual peptides have been developed (e.g.
[49]). These methods provide promising results, but have been neglected
in this work as ion intensities were not accessible in the analysis pipeline
that was used here. Instead Rsc normalisation was applied, which allows
normalisation of semi-quantitative MS data based on spectral counts.

All these semi-quantitative methods do not allow absolute quantitation
of protein amount, but allow to capture relative changes in protein abun-
dance between multiple experiments and therefore allow to normalise semi-
quantitative MS data.

Rsc normalisation

Rsc normalisation was originally developed for serial analysis of gene expres-
sion (SAGE) data by Beissbarth et al [7]. This approach was adapted to
normalise mass spectrometric spectral count data by Old et al [88]. Both
techniques have in common that they produce discrete values as measure-
ments and this was also acknowledged by Beissbarth by implementing a cor-
rection factor in the formula (see Equation 3.1).

Rsc = log2
n2 + f

n1 + f
+ log2

t1 − n1 + f

t2 − n2 + f
(3.1)

Here, Rsc is the logarithmic abundance ratio for a given protein between
two samples, whereas n1 and n2 represent the spectral count of that protein
in the two samples and t1 and t2 are the total spectral counts in the two
experiments. f is a correction factor, here typically f = 0.5 is used.
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3.3 Statistical tests to identify protein speci-

ficities

In order to identify specificities of proteins to different classes of baits, statis-
tical methods can be applied to identify significantly increased abundance in
a group of experiments which is a hallmark of protein specificity. Therefore
the experimental measurements of one protein are divided into two groups
depending on the property, for which specificity should be tested (see Ta-
ble 5.3 for a list of bait properties). As the experiments were performed in
multiple cell types, the statistical methods should also allow to incorporate
this additional information. The statistical methods applied in the Results
chapter (page 34) will now be introduced here.

3.3.1 Resampling methods

Besides the t- and U test, which are used as a benchmark, also resampling
methods are applied on the experimental data set. Here bootstrap, which
samples the experimental data with replacement to compute the distribution
of the test statistic under the null hypothesis, and permutation tests, which
perform in principle the same sampling but without replacement are used.
The applied test statistic critically influences the power of the analysis, and
therefore a variety of test statistics will be analysed.

Test statistics

The test statistics need to allow the resampling test to identify if there was
a significant difference in the abundance of the two classes of experiments.
Here basically two test statistics will be used:

• the difference in mean abundance (see Equation 3.2)∑
e

mpeIe

N1

−

∑
e

mpe(1− Ie)

N2

(3.2)

Here mpe is the measurement of protein p in experiment e and Ie is
an indicator variable which indicates if experiment e was performed
with a bait for which we want to test specificity. N1 and N2 are the
group sizes of the two groups of experiments and are connected to Ie by
N1 =

∑
e

Ie and N2 =
∑
e

(1− Ie). Methods using this test statistics are

recognisable by the suffix meanDiff in the method name (see power-
and ROC curves in Figures 5.13-5.24 in the Results chapter).
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• and the test statistic of the U test (see Equations 2.2 and 2.3 for compu-
tation of the test statistic of the U test). The test statistic of the U test
uses the sum of the ranks of one group after the measurements were
transformed onto a rank scale and also allows to identify significant
differences between samples.

Plugging both test statistics into a permutation test or the bootstrap
allows to identify significant differences between two groups of experiments.
All four versions of the test (permutation test/bootstrap & mean difference/U
test statistic) will be evaluated in Section 5.2.

As the measurements in the experimental data set were obtained in multi-
ple cell types, it is interesting to evaluate if more sophisticated test statistics,
which take into account the structure of the experimental data benefit from
this information. Therefore test statistics which use the cell type information
are designed.

Test statistics for multiple cell types

One possibility to incorporate cell type information is to compute the test
statistic for the measurements of each cell type separately. This produces one
value of the test statistic for each cell type. As protein specificity is assumed
to be identical between cell types these three values of the test statistic need
to be combined into one combined test statistic again to allow the compu-
tation of one single P value for protein specificity. A straightforward way
to combine the three values of the test statistic is to compute their sum.
Test statistics, which take into account cell lines are indicated with CL in
the method name (see Figures 5.21-5.24 in the Results chapter). Another
alternative is to compute the weighted average of the test statistics, to in-
crease the weight of cell types where the protein was detected with higher
abundance, the weights can be chosen according to the sum of the proteins
measurements in that respective cell type to increase the influence of cell
types with higher protein abundance. Test statistics, which use a weight av-
erage to combine the test statistics of the individual cell lines are indicated
with the suffix weighted (see Figures 5.21-5.24 in the Results chapter). This
has the advantage that the influence of cell types for which much data is
present is increased, whereas the contribution of cell types with little or no
measurements is decreased. Both options will be used in the specificity anal-
ysis to detect protein specificities from multiple cell type data.
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3.4 Gene Ontology (GO)

Gene Ontology (GO) [4, 47] provides a dynamic, controlled vocabulary to
annotate knowledge about biological entities like genes and proteins. GO is
divided into three independent sub ontologies handling different classes of
biological information. These three sub categories allow to classify

• biological processes in which the protein participates

• molecular functions which the protein fulfils

• cellular components where the protein is located

These three entities (biological process, molecular function and cellular com-
ponent) are also the names of the root nodes of the three respective sub
ontologies. Each of these ontologies contains nodes that specify roles within
the given focus of that ontology. These nodes are connected by directed
edges, which enables to distinguish between the more generic (closer to the
root) and the more specific node (more distant from the root). Nodes in
the ontology are also referred to as GO terms. The hierarchical organisation
of nodes allows to annotate proteins at different levels of knowledge, from
rather general roles close to the root of an ontology to very specific roles
further down in the directed ontology graph. This is an important property
to support the annotation process in ongoing research and allows to organise
information for well studied proteins with very specific functions to less well
studied proteins with more generic GO terms. The definition of GO prohibits
cycles occurring in the ontology graph and therefore GO is also referred to
as a “directed acyclic graph” which in turn simplifies data analysis.

One reason for the initiationof GO was, because functions between homol-
ogous proteins are often conserved between species and a common nomen-
clature was required. The generated ontology should unify the annotation of
biological findings and should also be amenable to computational analysis.
Meanwhile almost 10.000 citations underline the presence of this need. The
concept of transferring knowledge between homologous proteins was very
useful in the early days of large scale biological research. Meanwhile a high
majority of annotations is inferred from electronic annotation [32]. Now
also disadvantages of this practice become apparent by a subset of propa-
gated annotations which are not evolutionary conserved and therefore lead
to incorrect annotations that in turn might be misleading for research. This
insight has led to the fact that biologists treat annotations with care and
rather use them as an indicator instead of strictly relying on them.

One branch of Gene Ontology, which is very important for this work is
located in the molecular function sub ontology. “Nucleic acid binding” is
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Figure 3.2 – Fragment of the “molecular function“ ontology in Gene
Ontology showing the position of ”nucleic acid binding“ and its first level
child nodes. Image created by Gene Ontology browser AMIGO [16].

represented here as a node with id GO:0003676 in the second level of the
molecular function ontology. Figure 3.2 shows the location of “nucleic acid
binding” and its direct child nodes within a fragment of the top layers of the
molecular function ontology. In total “nucleic acid binding” is connected to
299 child nodes which give more specific definitions to different aspects of
“nucleic acid binding”. 156 of these child nodes are children of “RNA bind-
ing” and 136 are children of “DNA binding”, whereas the other child nodes of
“nucleic acid binding” contribute less sub annotation nodes. GO annotation
distributes upward in the directed ontology graph, this means that genes or
proteins which are annotated as “DNA binding” are hereby also defined to
be “nucleic acid binding” which is the ancestor node of “DNA binding”. This
is also valid across multiple layers of annotation, so proteins annotated as
“DNA binding” are implicitly also defined as “binding”, which lies two layers
upstream (see Figure 3.2). This leads to a number of currently 48222 gene
products which are annotated as “nucleic acid binding” in multiple species.

3.4.1 Enrichment of Gene Ontology Terms

Since the propagation of high-throughput methods in biological research it
has become more and more required to support the interpretation of bi-
ological data by computational methods. The development of Gene Ontol-
ogy supports the interpretation of biological measurements by computational
methods. Biological experiments often deliver a (sorted) list of proteins or
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genes. A straightforward approach to interpret such lists is to annotate the
entities in the list using Gene Ontology and then compute enrichment prob-
abilities for individual GO terms. Here mostly a hypergeometric test is used
to compute the statistical significance of the enrichment of a certain GO term
(see Equation 3.3).

Prob(X ≤ b) =

min(n,B)∑
i=b

(
n
i

)(
N−n
B−i

)(
N
B

) (3.3)

HereN is the total number of proteins, B of which are annotated with the GO
term of interest. The given list of proteins has a size of n proteins b of which
are annotated with this same GO term. This computation is performed
either for all GO terms or for a limited set. Usually a one-sided test for
enrichment is performed, as depletions are likely to be less informative. A
number of tools for different applications have been developed that follow
this approach, for example [114, 37, 18, 97]. Also methods that allow to
analyse enrichments in the context of biological networks/graphs are under
development [79].
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Chapter 4

Experimental methods

4.1 Nucleic acid affinity purification

Oligonucleotides were synthesized by Microsynth. The sense strand was bi-
otinylated at the 5’ end, whereas the antisense strand was not modified.
Double-stranded baits were annealed by heating to 80 ◦C for 10 minutes, fol-
lowed by slow cooling to 25 ◦C. For generating the affinity resin, Ultralink
immobilized Streptavidin Plus Gel (provided by Pierce) was washed three
times with PBS. 4 nmol of nucleic acid (single-stranded or double-stranded)
were then added to the streptavidin resin equilibrated in PBS, followed by
incubation at 4 ◦C for one hour on a rotary wheel to allow binding of the bi-
otinylated oligonucleotides. Next, the resin was washed twice with PBS and
twice with TAP lysis buffer (50 mM Tris, pH 7.5, 100 mM NaCl, 5% (vol/vol)
glycerol, 0.2% (vol/vol) Nonidet-P40, 1.5 mM MgCl2, 25 mM NaF, 1 mM
Na3VO4 and protease inhibitor ’cocktail’ (Complete; provided by Roche)) for
the removal of unbound oligos. Cells were lysed in TAP lysis buffer. For every
4 nmol immobilized nucleic acid, 6 mg cell extract was used for nucleic acid
affinity purification. Additionally 10 µg/mL poly(I:C) (for DNA baits) or 10
µg/mL calf-thymus DNA (for RNA baits) were added as soluble competitor.
Cell extracts were combined with the immobilized nucleic acids, followed by
incubation for two hours at 4 ◦C on a rotary wheel. Unbound proteins were
removed by three consecutive washes in TAP lysis buffer. Bound proteins
were eluted with 300 µL 1M NaCl.

For the validation of XRCC6, HNRNPR and NCL were detected by im-
munoblotting using available antibodies (AB1358, 05-620, 05-565; provided
by Millipore). Myc-tagged C20orf72, AIM2, UHRF1 and YB-1 were over-
expressed in HEK293 cells and visualized by immunoblotting using anti-
Myc-IRDye800 (provided by Rockland). Bound proteins were eluted in SDS

31



sample buffer for validation experiments.

4.2 Protein identification

4.2.1 Mass spectrometry

Samples were analyzed on a hybrid Linear Trap-Quadrupole (LTQ) Orbitrap
XL mass spectrometer (ThermoFisher Scientific) coupled to a 1200 series
high-performance liquid chromatography (HPLC) system (Agilent Technolo-
gies) with an analytical column packed with C18 material.

4.2.2 Peptide identification and protein grouping

Database search and integration of protein identifications were performed as
already described earlier in [14]. Therefore data generated by tandem MS
were searched against the human UniProtKB/Swiss-Prot database version
57.12 [113] using the Mascot [92] and Phenyx [24] search algorithms. Both
search engines were operated using 4 ppm as parent and 0.3 Da as fragment
mass tolerance for tryptic peptides with maximum one missed cleavage. All
cysteins in the peptide sequence were modified to carbamidomethyl cystein
and the oxidation was allowed as variable modification. Theoretical spectra
of peptides shorter than six amino acids were excluded from the in silico
digested database. Results of both search engines were parsed separately and
a minimum of two distinct peptides above a score threshold was required.
Also proteins identified by a single peptide were accepted if the identification
score was above a more stringent threshold and the peptide accounts for at
least 2.5% of the amino acids of the protein (sequence coverage). The score
threshold was chosen by searching a protein database with reverse sequences
which guarantees identical peptide size distribution. In this reverse database
no proteins should be identified and so the score which leads to a FDR of 1%
was determined. The resulting score thresholds can be seen in Table 4.1.

Table 4.1 – Score thresholds to achieve 1% FDR at a peptide level ob-
tained by searching a reverse database, for single and multiple peptide hits
separately

hit type (peptides/protein) Mascot ion score Phenyx z-score
multiple peptides 18 4.5
single peptide 50 6

The union of the peptide identifications of both search engines was used to
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combine their results. Subsequently proteins were grouped based on shared
peptides.
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Chapter 5

Results

5.1 Experimental approach

The aim of this work is to study the interaction between proteins and nu-
cleic acids in an unbiased fashion. Furthermore it is desirable to achieve a
maximum coverage of the studied proteome - the set of all proteins which
are expressed in an organism. To identify these interactions a affinity purifi-
cation approach was employed. In combination with state of the art mass
spectrometry this should enable to detect a significant fraction of nucleic acid
binding proteins (NABPs).

The one step affinity purification protocol to enrich for NABPs was al-
ready established in the lab [13]. Here, synthetic oligonucleotides containing
a biotin moiety at the 5’end of the nucleic acid chain are coupled to strep-
tavidin beads, which exhibit high affinity to biotin. This matrix is used to
purify NABPs from a complex mixture of many different protein species.
Subsequently interacting proteins are eluted and subjected to mass spectro-
metric analysis to identify NABPs.

A substantial fraction of NABPs do not bind all different nucleic acid
molecules equally well but instead exhibit varying binding affinity for differ-
ent nucleic acid molecules. Therefore probing with diverse nucleic acid baits
leads to the identification of additional NABPs and for this reason an array
of multiple nucleic acid baits has to be probed against a biological sample
to achieve satisfactory coverage of the proteome. To maintain the associa-
tion between baits and preys, biological samples cannot be pooled and hence
each additional nucleic acid bait requires an additional mass spec analysis.
Consequently the set of nucleic acid baits is a compromise between achieving
optimal coverage also for NABPs with very specific binding preferences and
analytical workload and also cost.
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Using synthetic oligonucleotides allows complete control of bait proper-
ties. Hence it is desirable to design nucleic acid baits that cover nucleic acid
sequence space with maximum diversity. This aim was achieved by designing
nucleic acid baits that contain only two different nucleotides and synthesiz-
ing all combinatorial dinucleotide combinations according to this bait design.
This leads to six different nucleic acid baits per single stranded nucleic acid
species

(
4
2

)
= 6 and four species for double stranded species, as due to strand

complementarity there are two hypothetical baits that differ by being biotiny-
lated on the opposite strand but share nucleotide composition of individual
strands otherwise (i.e.. AG:TC is equivalent to TC:AG in terms of nucleotide
composition).

In Transfac [112] - a database of sequence specific protein-DNA interac-
tions - NABPs cover between six and eight nucleotides of their nucleic acid
interaction partner. Therefore, baits were designed with a length of 30 nu-
cleotides to allow comfortable binding of NABPs also including some spacer
from the streptavidin beads. As already described in Section 3.1, single
stranded nucleic acid molecules form secondary structures. This structure
also has critical influence on protein-nucleic acid interactions. The space of
different nucleic acid structures - which is determined by the nucleotide se-
quence - is huge. Already a large number of different nucleic acid structures
have been described [50]. The experimental approach, where each additional
bait requires independent mass spectrometric analysis, does not allow to
study both parameters - nucleotide composition and for each composition
independent structures - at the same time. Therefore, baits were designed
to form only a minimum of secondary structure. According to these re-
quirements, a bait sequence was designed that should fulfil the following
requirements:

• the sequence of one strand should be composed of two different nu-
cleotides only (dinucleotide baits)

• the length of the bait sequences is 30 nucleotides

• both nucleotides should appear in the bait in a one-to-one ratio (15
occurrences of each nucleotide)

• the bait sequence should form as little secondary structure as possible
to avoid structure specific interactions

The number of possible permutations to construct a sequence of 30 char-
acters based on two characters, where each character occurs 15 times, is
extremely high

(
30
15

)
≈ 2 ∗ 1020 and is not amenable to enumerate each in-

dividual sequence and predict its secondary structure. Hence a set of one
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million randomly chosen bait sequences was designed that fulfils the above
mentioned requirements. For each dinucleotide combination of these one
million candidate patterns the secondary structure and minimum free energy
was predicted using ViennaRNA [57]. The formation of secondary structures
is also reflected in the free energy (G) of the minimum free energy struc-
ture of the nucleic acid sequence. Here a high free energy in the minimum
free energy structure reflects a structure which does not form a strong sec-
ondary structure. So to achieve an unstructured bait it is desirable to have a
high free energy. To accomplish this for all dinucleotides, the free energy of
the respective structures was summed up (see Equation 5.1). Hence a scor-
ing function was designed that sums up the free energy (G) of all possible
dinucleotide combinations for a particular candidate bait sequence and the
sequence that achieved the highest total G (

∑
G) was chosen for synthesis.∑

G = GAU +GAC +GAG +GUC +GUG +GCG (5.1)

The sequence with the highest free energy within the pool of one million
random sequences was XXXIIXIIXIIXXXXIIXIIXIIXIXIIXX, where X and I

can be replaced with any dinucleotide combination and were selected to
improve legibility. To demonstrate the effect of this optimisation, for ex-
ample the free energy of an UA-RNA sequence following this pattern is
-0.38 kcal/mol. Here X was replaced by uracil and I by adenosine result-
ing in the RNA sequence UUUAAUAAUAAUUUUAAUAAUAAUAUAAUU. In contrast,
the free energy of a sequence with alternating adenine and uracil nucleotides
(AUAUAUAUAUAUAUAUAUAUAUAUAUAUAU) is -9.42 kcal/mol. The high symmetry
in the second sequence promotes the formation of secondary structure and
consequently leads to the formation of a hairpin-like structure (the predicted
minimum free energy structures of both sequences is shown in Figure 5.1).

This determined pattern was synthesized for all six dinucleotide combina-
tions in its single-stranded DNA (ssDNA) and single-stranded RNA (ssRNA)
form. The four distinct double-stranded DNA forms were synthesized as well.
To allow the detection of proteins reading epigenetic marks, also cytosine-
methylated CG-DNA oligos were included in the list of baits. Furthermore
also mononucleotide DNA baits and polyA-RNA - due to the presence in
polyA tails of mRNA probably the most abundant mononucleotide form of
RNA - were included in the list of baits. These mononucleotide baits are con-
structed of 30 nucleotide long repeats of the same nucleotide. Not all forms
of DNA mononucleotides were amenable to synthesis by the manufacturer as
for example poly G DNA cannot be synthesized and also for example CG rich
baits are difficult to synthesize, probably due to the formation of secondary
structures in the synthesis process. This was also observed in reduced yield
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Figure 5.1 – Minimum free energy structures of an alternating AU-RNA
and the designed bait sequence. (Figure produced using the ViennaRNA
Websuite [51])

for baits that contain nucleotides with high affinity (CG). The full list of
all 25 distinct nucleic acid baits can be seen in Figure 5.2. This consequent
design for maximum sequence diversity within a limited number of nucleic
acid baits should allow to capture a maximum fraction of NABPs in the
sample. Furthermore this systematic experimental design also guarantees
differential binding of the interacting proteins solely due to nucleotide com-
position differences, as the baits are identical in length and unstructuredness
otherwise.

Another important aspect to obtain satisfactory coverage of NABPs is to
ensure the availability of a huge variety of different protein species in the bi-
ological sample which is probed against the nucleic acid column. Individual
cell types only express a subset of the complete proteome of an organism.
As a consequence diverse human cell types are required to obtain a repre-
sentative fraction of the human proteome. During the development of an
organism an early embryo separates in germ layers, gene and protein expres-
sion diverges in the subsequent development of an organism. Consequently
choosing cell types of different germ layers should guarantee a huge vari-
ety of different protein species in the samples. So to increase the coverage
of the human proteome we performed our affinity purification experiments
against whole cell lysates of three cell lines picked from the three different
germ layers. We were using U937 (a human lymphoma cell line), HepG2 (a
human liver carcinoma cell line) and HaCat (a human keratinocyte cell line),
three well established and widely used cell lines. Whole cell lysates of these
cell lines were generated and affinity purifications performed against the de-
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Figure 5.2 – The complete list of the 25 nucleic acid baits used in the
study. Baits in the top seven rows follow the same dinucleotide pattern
which was designed for minimal secondary structure by maximising the free
energy of the minimum free energy structure.
a) The top six rows represent all possible dinucleotide combinations for
single stranded baits, whereas in dsDNA CT:GA and GA:CT as well as
GT:CA and CA:GT are equivalent.
b) The bait in row seven includes eight cytosine methylated sites and is
otherwise equivalent to the pattern in row six. This bait was synthesised
as a ssDNA as well as hemi- and dimethylated dsDNA.
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scribed list of 25 oligonucleotide baits. To distinguish proteins binding to our
streptavidin matrix we also performed affinity purifications using the matrix
without coupled nucleic acid bait in each of the cell lines. These 78 biological
samples were then analysed by gel-free shotgun Mass Spectrometry (MS).

5.1.1 Initial characterisation of the experimental data
set

The raw data obtained in these 78 MS analysis was searched against the
human version of SwissProt. This database contains all 20422 currently
known human proteins as well as their isoforms. Mascot [92] and Phenyx
[24] were used as search engines. Database search led to the identification
of 10810 proteins, which means that on average ≈ 140 proteins could be
identified per sample. Combining these results we could detect 952 unique
proteins, which in contrast means that each protein was on average detected
in eleven different experiments. This already indicates that it is inevitable
to use a diverse set of nucleic acid baits to probe for NABPs.

Figure 5.3 supports this in a histogram which shows that most proteins
only interact with a low number of baits. Furthermore also using multiple
cell lines is supported by this Figure, as many proteins are only detected in
a single cell line.

Figure 5.3 – Frequency of protein detection. (a) Proteins which interact
with a low number of different baits are often only detected in a single cell
line. (b) Proteins which were also detected in Streptavidin pulldowns, are
detected in a high number of experiments.
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To estimate the enrichment in NABPs achieved by the experimental ap-
proach the identified proteins were annotated using Gene Ontology and pro-
teins classified as nucleic acid binding were marked. Figure 5.4 and Figure

Figure 5.4 – Bar Graphs illustrating the fraction of known NABPs (accord-
ing to GO) per experiment. Proteins annotated as transcription factors -
sequence specific DNA binding - are shown in green and nucleotide binding
proteins in yellow.

5.5 show that the majority of proteins identified in the individual experi-
ments were actually known NABPs. Figure 5.4 shows the absolute numbers
of proteins identified in the individual experiments, whereas Figure 5.5 re-
ports the relative fraction of NABPs. Comparing this fraction to MS results
of complete cell lysates of these cell lines shows the enrichment of NABPs in
the experimental data set. These complete cell lysates were analysed without
subsequent affinity purification - the input material of the affinity purification
experiments. This data set of whole cell lysates was available from another
study we performed earlier [14]. Also the overall fraction of NABPs in the
human proteome is indicated (dashed line). While in the unpurified whole
cell lysate experiments around 20% of the detected proteins are known to be
nucleic acid binding, which is comparable to the fraction of known NABPs
in the human proteome, affinity purification increases this fraction to ≈ 75%
(see Figure 5.5). Altogether these figures confirm, that the affinity purifica-
tion experiments were successful in enriching for NABPs.

As expected, transcription factors which mostly bind to specific nucleic
acid sequence motifs were not enriched in our experiments (see Figure 5.5,
right panel) as these motifs were not present in the limited set of the nucleic
acid baits.

After showing that the experimental procedure is capable to enrich for
NABPs the next question is to find out why proteins that are not known
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Figure 5.5 – Boxplots illustrating the relative fraction of NABPs in the
individual experiments, compared to experiments of unpurified samples of
the same cell lines (red) and the human proteome (SwissProt database,
shown as black dashed line). The right panel shows the same information
for transcription factors.

to be nucleic acid binding do occur in the data set. These proteins might
originate from multiple sources:

• Proteins might be nucleic acid binding but this function is still unknown
or not yet represented in the ontology used to infer protein functions.
Also misannotation is a potential source for proteins falling in this
category.

• Proteins might interact with a protein that is binding to the nucleic acid
bait. These “secondary interactors” which do not bind to the nucleic
acid bait directly are also enriched in samples generated by affinity
purification.

• Identification of proteins by MS requires the protein to be present in
the sample at a certain - minimal - level of abundance to exceed the
detection limit. As proteins in living cells are not equally abundant
but their abundance spans several orders of magnitude, and the pu-
rification procedure does not perfectly deplete very abundant proteins,
residual amounts these proteins are frequently detected in qualitative
and semi-quantitative MS analysis. These proteins are also referred to
as “frequent hitters”.
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Filtering frequent hitters

Proteomics experiments analysed by Mass Spectrometry are known to also
identify proteins which are present at very high abundance in cells. The
relative abundance of these proteins is dramatically reduced by the affinity
purification procedure, but their sheer abundance in the starting material
- often several orders of magnitude higher than other proteins - leads to a
fraction which remains in affinity purification samples and these proteins are
therefore also detected in the MS analysis. These proteins are therefore called
frequent hitters, as they are observed in many MS data sets, independent of
the used matrix. A common approach to get rid of these proteins in a data
set is to perform an affinity purification experiment, which uses the column
without attached bait. This also allows to get rid of proteins, which bind to
the streptavidin matrix itself and not to the coupled bait.

The three streptavidin pulldowns, without coupled nucleic acid bait led
to the identification of 72 proteins. Some of the abundant proteins identified
in the streptavidin pulldowns are well known nucleic acid binding proteins.
Annotating these experiments with GO classifies 41 of the 72 (57%) identi-
fied proteins as nucleic acid binding and therefore the proteins detected in
the streptavidin experiments should not be removed entirely from the exper-
imental data set. Hence, the spectral count in the streptavidin experiments
was compared with the spectral count in the nucleic acid experiments. For
both groups of experiments the highest spectral count was used to measure
maximum abundance of the protein per group (see Equation 5.2).

rStrep =
max(scNA)

max(scStrep)
(5.2)

Here scNA represents the spectral counts of a protein in the nucleic acid
experiments whereas scStrep represents the number of spectra measured in
the negative control streptavidin experiments. The fraction of these two
values rstrep gives an indication for the enrichment of the streptavidin binding
protein in the nucleic acid experiments. Table 5.1 shows this ratio for the 72
proteins, which were detected in the streptavidin experiments. As expected
proteins which are known to be nucleic acid binding are more abundant in the
nucleic acid purifications than in the streptavidin experiments. To remove
frequent hitters, proteins with a spectral count that is less than five fold
higher in a nucleic acid experiment than in the streptavidin experiment were
removed from the experimental data set. This filtering step allows to remove
31 proteins from the experimental data set and reduces its overall size to 921
proteins.
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Table 5.1 – Ratio between the maximum spectral count in the nucleic acid
experiments compared to Streptavidin only pulldowns for protein detected
in Streptavidin experiments.

gene name rStrep NA binding gene name rStrep NA binding
ACTN4 0.0 FALSE RPS25 5.4 TRUE
ACTBL2 0.7 FALSE RPS17 5.5 FALSE
MYO1G 0.8 FALSE RPL23 5.7 FALSE
CORO1C 0.8 FALSE RPS10 5.7 FALSE
NSUN5 0.8 FALSE RPL36A 6.0 FALSE
EIF6 1.3 TRUE RPL27A 6.8 TRUE
SELH 1.5 FALSE RPS7 6.8 TRUE
TUBA1B 1.6 FALSE RPS3 7.5 TRUE
RPL13 2.0 TRUE RPS4X 7.6 TRUE
NACA 2.0 TRUE MPO 7.7 FALSE
RPL22L1 2.0 FALSE RPL35 8.0 TRUE
RPL30 2.3 TRUE RPS23 8.0 FALSE
RPL37A 2.8 FALSE RPS18 8.0 TRUE
RPL9 2.8 TRUE RPS29 8.0 FALSE
ZNF593 2.8 TRUE RPL38 8.0 TRUE
CANX 3.0 FALSE RPL24 8.0 TRUE
RPS5 3.3 TRUE RPS13 8.4 TRUE
RPL11 3.4 TRUE RPS8 8.5 FALSE
RPL29 3.5 TRUE RPL31 9.0 TRUE
RPL14 4.0 TRUE RPL17 12.0 FALSE
TFB1M 4.0 TRUE HSPA9 12.0 FALSE
NSUN5 4.0 FALSE LYZ 12.0 FALSE
DCAF13 4.0 FALSE SRP14 14.5 TRUE
DIMT1L 4.0 TRUE RPS6 15.0 FALSE
FAU 4.1 TRUE HIST1H1B 15.3 TRUE
UBA52 4.5 FALSE HSPA8 18.0 FALSE
RPS19 4.7 TRUE THOC4 18.0 TRUE
RPL36AL 4.7 FALSE H1FX 18.0 TRUE
RPS20 4.8 TRUE RPS14 20.7 TRUE
RPS16 4.8 TRUE RPS3A 22.7 TRUE
HSPA5 4.8 FALSE SRP9 23.0 TRUE
RPS26 5.0 TRUE RPL22 25.0 TRUE
RPS28 5.0 FALSE RPL23A 26.5 TRUE
RPS24 5.2 FALSE RPL8 28.0 TRUE
RPS11 5.3 TRUE RPS15A 36.0 TRUE
FGFBP1 5.3 FALSE DDX5 44.5 TRUE
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Identification of secondary interactors

After removing frequent hitters from the data set, the remaining proteins can
be classified in proteins which are known to interact with nucleic acid, their
interactors (secondary interactors of nucleic acid) and additional proteins for
which the mode of interaction with nucleic acid is unknown.

For this purpose all 921 proteins of the experimental data set were queried
against Gene Ontology and it is checked if they are annotated as nucleic acid
binding (GO:0003676). This procedure identified 495 proteins of the exper-
imental data set as known NABPs. This annotation now allows to identify
secondary interactors by querying public interaction databases for interac-
tions between the direct known NABPs in the data set and the remaining
proteins. Therefore a compendium of multiple public interaction databases
including BioGRID [11], MINT [19], InnateDB [78], HPRD [66] and IntAct
[65] was compiled. These databases contain known protein-protein interac-
tions (ppis) that originate from different experimental sources. The majority
of interactions here is contributed by large scale studies that facilitate tech-
nologies like affinity purification mass spectrometry (AP-MS) or yeast two
hybrid (Y2H). To increase knowledge for a specific organism, interactions
are also transferred from model organisms by sequence homology. In to-
tal interactions for 175 of the remaining 426 proteins with NABPs could be
found.

Overall, this annotation process allows to classify the 921 experimentally
detected proteins into

• 495 known NABPs,

• 175 secondary interactors and

• 251 proteins not known to interact with nucleic acid before.

To validate this classification, isoelectric points (pI) for all proteins were
computed. As expected proteins known to be nucleic acid binding tend to
have a higher pI. Figure 5.6 shows that the pI of NABPs in the human pro-
teome (green dashed line) is higher than for all proteins (black dashed line).
The same shift is observed for NABPs in the experimental data set (green),
whereas proteins classified as secondary have a lower pI (blue). Proteins
classified as novel NABPs (red) experience an even more pronounced shift as
known NABPs which provides additional evidence that these indeed interact
with nucleic acid.

Figure 5.7 illustrates protein detections and their classification as known,
secondary or novel interactors in an interaction graph.
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Figure 5.6 – Distribution of isoelectric points for the different classes of
proteins. NABPs within the human proteome (dashed green line) have a
higher pI than the set of all human proteins (dashed black line). Exper-
imentally detected proteins known to be nucleic acid binding (green) are
also shifted, whereas secondary interactors (blue) have a smaller pI. Also
proteins classified as novel (red) have an increased pI.
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Figure 5.7 – Graph representation of protein identifications linked to the
experimentally used baits. Here protein node shape indicates known, sec-
ondary and novel NABPs.
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Searching for nucleic acid binding protein domains

Proteins often contain sequence fragments which occur in multiple proteins
in a very similar form - in terms of amino acid sequence. These fragments
are called protein domains. Protein domains are associated with performing
distinct functions. These functional building blocks of proteins allow a pro-
tein to fulfil its function. For example a protein could be composed of two
domains, one that binds DNA and a second one with helicase activity, which
allows the protein to bind DNA by the DNA binding domain and to unwind
it afterwards in the helix domain. As all members of a protein domain are
considered to fulfil the same function, this also allows to annotate multiple
proteins that share a certain domain for which the function is known. This
is also true for NABPs which mostly contain a defined nucleic acid binding
domain.

Classifying the experimentally detected proteins in known, secondary and
novel NABPs allows to ask the question, if the novel proteins contain a pro-
tein domain, that was not known be nucleic acid binding before. This domain
could be already characterised on a sequence level but its function still un-
deciphered or the domain might also be completely uncharacterised. Subse-
quently two approaches will be described that allow to search for nucleic acid
binding protein domains in the subset of novel NABPs of the experimental
data set.

Searching for characterised nucleic acid binding protein domains

To identify nucleic acid binding protein domains that have already been char-
acterised on the sequence level - known domains - it is sufficient to perform
an enrichment analysis of protein domains in the set of novel NABPs iden-
tified earlier. Therefore the binomial distribution is applied to compute the
probability, that an experimentally detected domain is over-represented in
the set of novel NABPs compared to a control data set. The set of novel
NABPs is derived from the classification determined earlier on Page 44. The
complete cell lysate control data set already used in Figure 5.5 was used to
estimate the abundance of the individual domains in proteins identified by
mass spectrometry. This should provide a more realistic representation of
the observable proteome compared to using the domain abundance in the
complete human proteome and consequently avoid a bias in the analysis.
Figure 5.8 shows an illustration of the enrichment analysis.

To avoid probabilities of zero for domains which do not occur in the
control data set, the number of occurrences in the control data set of each
domain was increased by one. Overall all 330 domains occurring in the set
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Figure 5.8 – Schematic representation of the domain enrichment analysis
to identify characterised nucleic acid binding domains. The abundance of
each domain in the group of novel NABPs is compared to its abundance
in control experiments [14] to derive an enrichment score. The starred
domain is enriched in the novel NABPs compared to its abundance the
control experiments (right).

of novel NABPs were checked for over-representation. After Bonferroni cor-
rection [33] for multiple testing, nine domains were identified to be enriched
at a significance level of 0.05 (see Table 5.2).

Often proteins within a protein family share the same domain composition
and therefore sometimes groups of domains are found enriched that occur in
the same set of proteins (e.g. the FERM adjacent and the FERM domain
are shared by four proteins - EPB41L1, EPB41L2, EPB41L5, FARP1). The
enrichment analysis cannot detect which of these domains within a group is
likely to be nucleic acid binding, but at least one of them is likely to bind
nucleic acid.

Searching for uncharacterised nucleic acid binding protein domains

Although protein domains have been extensively studied and a huge num-
ber of protein domains are described in public databases like Pfam [95] or
SMART [73] our experimental data set has the potential to reveal novel nu-
cleic acid binding protein domains. To test this the protein classification
into known, secondary and novel interactors established before was used. As
the group of known NABPs have mostly been annotated due to the presence
of a known nucleic acid binding domain and the group of proteins classified
as secondary interactors are most likely not in direct interaction with the
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Pfam ID groupa domain name P value proteins
PF08736 1 FERM adjacent 0.00094 EPB41L1,

EPB41L2,
EPB41L5,
FARP1

PF09380 FERM domain 0.02521 EPB41L1,
EPB41L2,
EPB41L5,
FARP1

PF10239 2 Domain of unknown
function

0.00473 FAM98A,
FAM98B,
FAM98C

PF00106 3 Short-chain dehydroge-
nase

0.00507 DCXR,
DECR1,
DECR2,
DHRS2,
HSD17B4,
HSD17B8,
HSDL2,
PECR

PF03914 4 CBF/Mak21 family 0.01800 NOC3L,
NOC4L

PF04900 5 Fcf1 0.01800 FCF1,
UTP23

PF09532 6 DFDF motif 0.01800 LSM14A,
LSM14B

PF09542 FFD and TFG box mo-
tifs

0.01800 LSM14A,
LSM14B

PF12701 Lsm N-terminal domain
of mRNPs

0.01800 LSM14A,
LSM14B

Table 5.2 – Domains that were enriched in the set of newly identified
NABPs.
a)Domains cooccuring in the same set of experimentally detected proteins
could not be separated.
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nucleic acid baits, these were excluded from the domain screen.
The remaining 251 proteins which were classified as novel NABPs before

were subjected to a domain search pipeline. The design of this pipeline is
following the design of pipelines which already proofed utility in identifying
protein domains [30, 31]. Each protein was annotated with its known protein
domains. None of these domains was annotated as nucleic acid binding. Of
course this is not surprising, because proteins which contain a known nucleic
acid binding protein domain would be annotated as nucleic acid binding,
which would have led to a classification in the class of known NABPs earlier.
Next, known domains were excluded from the domain search pipeline, as this
analysis should identify novel domains. If the known domains contained in
the class of novel NABPs are nucleic acid binding but not yet annotated
they should have been detected in the enrichment analysis in the last sec-
tion. Subsequently amino acid sequences outside known domains were then
subjected to the domain search pipeline.

In this pipeline first short fragments - below ten amino acids - which are
too short to be an independent domain were removed from the query se-
quences. Subsequently homologous protein sequences to the query sequences
were searched using Position-Specific Iterative Basic Local Alignment Search
Tool (PSI-BLAST [3]). PSI-BLAST is a homology search algorithm which
can identify homologous sequences in a sequence database. The advantage of
using PSI-BLAST is, that an iterative approach is performed. Homologous
sequences identified in an initial BLAST search are compiled into a sequence
profile, which is used as the query in the next iteration. This leads to in-
creased sensitivity [91] as the sequence profile allows the search algorithm to
take account for highly conserved residues in the query. Repeating the search
with the generated profile leads to a result with increased sensitivity, from
this result a new profile can be generated and the search iteratively repeated.
Two factors indicate the identification of a novel domain:

• a domain must be present in a sufficient number of different species,
which in turn shows evolutionary conservation of the sequence fragment
and indicates that the fragment fulfils a relevant function which led
to evolutionary conservation. It is easy to check the presence of the
domain in multiple species by just counting the number of different
species of proteins identified in the PSI-BLAST search.

• a new domain also needs to co-occur with different other domains,
which shows its independence. In contrast, if a domain candidate only
co-occurs with the same domain, this would indicate that the candidate
is functionally related to the other domain. To quantify domain co-
occurrence the number of distinct domain compositions was computed.
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Figure 5.9 shows a schematic overview of the domain search pipeline.

Figure 5.9 – Schematic representation of the pipeline used to identify
novel nucleic acid binding protein domains. Sequences outside known
domains (yellow) are queried against a multi-species database to identify
evolutionary conserved regions. Resulting candidates are manually refined
by iterative alignment and HMM searches.

An interesting candidate extracted by the pipeline is the uncharacterised
protein C20orf72. As this protein was not annotated to contain known do-
mains, the full-length (amino acids 1-344) of the protein was queried as a
domain candidate sequence. This led to 2007 homologous hits, in 1451 dif-
ferent species and 39 different domain architectures after three PSI-BLAST
iterations. Here the standard BLAST e-Value threshold of 10 was applied.
The e-Value is a measure to assign statistical significance to hits in sequence
analysis. It estimates the number of hits one would expect by chance in a
database of the given size. After five iterations of PSI-BLAST 5463 hits in
2545 different species with 90 different architectures could be found. Ac-
cording to these numbers the candidate sequence fulfils the above mentioned
criteria and was selected for subsequent manual refinement, as it furthermore
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represents a yet unstudied protein.
After removing very closely related sequences from the PSI-BLAST hits

using cd-hit [74], an automatic multiple sequence alignment was generated
by MUSCLE [38, 39]. This alignment was manually refined and a Hidden
Markov Model (HMM) of the alignment was created. HMM models of a
protein domain improve the sensitivity of the subsequent search. The result-
ing HMM model was queried against the NCBI non-redundant (nr) protein
database using HMMer [36]. The nr database is the most comprehensive pro-
tein repository, which is essential here to generate a versatile domain model.
Iteratively repeating these steps three times led to a satisfactory model of
the candidate domain.

An interesting question that remains, is to deduce the function of the
novel domain. Interestingly the novel domain co-occurs with a helicase do-
main called “UvrD-helicase” in a high fraction of the HMMer hits of the
novel domain. To further investigate this the domain HMM was also queried
against a protein sequence database of resolved 3D protein structures (pdb).
This generated significant hits in two structures (pdb ids 1W36 and 3K70,
both at an e Value of 3e-10), both structures of the same protein complex
(see Figure 5.10).

This complex contains three yeast proteins (RecB, RecC and RecD),
which were found to process DNA double strand breaks [103]. This func-
tion requires a helicase domain and a nuclease domain in the complex. The
HMM hit of the novel domain maps to the nuclease domain of the structure of
the protein complex. In combination with the finding that the novel domain
often co-occurs with a helicase domain, this could point to a nuclease role of
the novel domain. Here the role of the yeast complex could be performed by
a single protein in other species, which contains both, a UvrD-helicase and
the novel nuclease domain, which subsequently led to the co-occurrence.

Meanwhile the described domain was associated to a nuclease superfamily
(“PD-(D/E)XK nuclease superfamily”) in the recent version of Pfam [95]
(Pfam 25.0), which supports the described observations.

5.1.2 Rsc normalisation

After these qualitative analysis normalisation is required to enable quan-
titative comparisons. To improve comparability between samples the raw
spectral count data was normalised using Rsc normalisation [88]. Rsc nor-
malisation allows to compare samples with each other. To enable the com-
parison of multiple samples a reference sample was created, which contained
all experimentally detected proteins. The semi-quantitative abundance in-
formation for these proteins was generated by summing the spectral counts
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Figure 5.10 – The novel domain mapped onto the closest experimental
3D structure (PDB:3K70, represented as cartoon). Here a zoom into
the mapped domain (shown as a grid) is shown, which lies in the helicase
domain of the complex. The electrostatic potential of the active site which
is highly conserved in the novel domain is shown as a solid surface.
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of the individual experiments. As the Rsc normalisation computes the loga-
rithm of the abundance ratio between the two samples, comparing individual
samples to this reference sample results in a value which conveys if the protein
was more or less abundant in the single sample than on average. After Rsc
normalisation these values lie in a range between -10 and +10 and are real
numbered in contrast to spectral counts that obviously are natural numbers.

5.2 Identifying the most powerful test to de-

tect protein specificities

The systematic dinucleotide design of the synthetic nucleic acid bait se-
quences allows grouping of the baits based on their properties. Obviously
baits can be separated into DNA- and RNA-baits. They can also be grouped
according to their nucleotide content, because it is known for each nucleotide
if it occurs in the bait sequence. Here also the dinucleotide design is of ad-
vantage, because the individual nucleotides do not occur in each bait, as
it would most likely be the case in random sequences of the same length
that allow the occurrence of all four nucleotides. Here, the use of all pos-
sible dinucleotide combinations leads to equally large groups of baits that
do or do not contain a certain nucleotide which is of advantage for further
analysis. Furthermore it is also possible to group the baits based on their
methylcytosine content. Alternatively, methylcytosine could also be seen as
an independent fifth nucleotide. The complete annotation of the baits and
their corresponding properties can be seen in Table 5.3.

Given the unbiased experimental data set, we were interested if proteins
in the data set were detected with higher abundance in a group of experi-
ments, whose baits share a common property. This would indicate a higher
affinity of this protein to nucleic acid with this specific property. For exam-
ple, if a protein is detected with higher abundance in DNA purifications, this
allows to infer that the protein is DNA specific. This also applies for single
nucleotides, so if a protein is detected with higher abundance in baits that
contain adenine(A) it is likely that the protein preferentially binds to nucleic
acid sequences that contain adenine. Of course it is known for many proteins
that they specifically bind to DNA or RNA. Also proteins binding to CpG
islands upstream of transcribed genes or to the polyA tail are known - a long
stretch of adenines at the 3’end of mRNA. But usually these specificities are
detected in individual per protein studies. The data set generated here en-
ables the unbiased detection of the specificities on a larger scale using data
which also allows the comparison of different proteins from within a common
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Table 5.3 – Properties of the 26 nucleic acid baits

Bait DNA RNA A T U C G mCG
strep
dsDNA dAdC:dGdT X X X X X
dsDNA dAdG:dCdT X X X X X
dsDNA dAdT:dAdT X X X
dsDNA dCdG:dCdG X X X
dsDNA dCdG:dCmdG X X X X
dsDNA dCmdG:dCmdG X X X X
ssDNA dA X X
ssDNA dAdC X X X
ssDNA dAdG X X X
ssDNA dAdT X X X
ssDNA dAdTs X X X
ssDNA dC X X
ssDNA dCdG X X X
ssDNA dCdGm X X X X
ssDNA dN X X X X X
ssDNA dT X X
ssDNA dTdC X X X
ssDNA dTdG X X X
ssRNA A X X
ssRNA AC X X X
ssRNA AG X X X
ssRNA AU X X X
ssRNA CG X X X
ssRNA UC X X X
ssRNA UG X X X
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data set. Often also specificities reported in the databases were measured in
a model organism and this knowledge was transferred to the human protein
by sequence homology. This is a useful approach to increase knowledge of the
individual proteins but usually happens without verification of the reported
specificity in this species.

To detect specificities to bait classes with high sensitivity it is necessary
to identify the best statistical method for this purpose. This method should
take into account different aspects of the experimental data set. To identify
the best suited statistical test it is essential to check if the experimental data
is distributed according to a described standard statistical distribution, which
would permit the application of a parametric test. Histograms are useful to
visually inspect the distribution of the data and check if the measurements
follow a statistical standard distribution. Figure 5.11 shows the histograms
of four proteins that were detected in all the experiments. Obviously the
data is not normally distributed, so it is not possible to perform a t-test to
identify if there is a difference in the abundance means between the samples
of two different bait classes. Also the measure - spectral counts - rather
behaves as an ordinal measurement rather than interval scale as the measured
count is not linearly related to the protein concentration in the sample. For
parametric statistical methods data from at least an interval scale is required
[9, p. 79]. Both observations, the data not being distributed according to
a standard statistical distribution and measurements of ordinal scale, point
to the fact that parametric statistical methods should not be applied on this
data set.

The next question is now to find out which non-parametric statistical
method is best suited to identify proteins that are specific to a certain sub-
class of nucleic acid baits within the experimental data set. This will be
established in two steps.

First synthetic data sets are created to measure the performance and get
an impression of the behaviour of different candidate statistical tests. These
synthetic data sets are based on the actual experimental data to ensure real-
istic distribution of the data. The synthetic data sets are generated in a way
that they fulfil the null hypothesis. Afterwards one group of measurements
is modified at different orders of magnitude to violate the null hypothesis.
This should simulate specificity in the synthetic data set. Then the differ-
ent statistical tests are applied on this synthetic data sets. The results of
the statistical test allow measuring the statistical power. Applying different
candidate statistical tests on this synthetic data allows identifying the most
powerful test to identify protein specificities.

In a second step the candidate methods are used to predict prior knowl-
edge from the experimental data set. Here the different methods are applied
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Figure 5.11 – Spectral count distribution of four frequently detected pro-
teins.
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to perform specificity analysis and identify proteins that specifically bind to
DNA. The methods are evaluated on DNA binding proteins, because the
annotation of DNA binding proteins is the most accurate among the bait
classes that will be studied later. For most of the bait properties which are
studied here no annotation is available in databases. Measuring the perfor-
mance of the different methods should allow identifying the method which
is best suited to identify proteins specificities. This method will then be
applied on the complete data set and used to predict specificities for all bait
classes (DNA, RNA, A, T, C, G, U and mCG).

5.2.1 Generation of synthetic data sets

Generating synthetic data sets can give valuable insight in the behaviour
of a statistical method. To capture the specific aspects of the data set, it
is beneficial to sample the data points of the synthetic data set from the
original experimental data set. To obtain a realistic distribution of the mea-
surements in the synthetic data sets, the actual experimental data is used
to create a synthetic data set. Therefore a protein is randomly chosen from
the experimental data set. Data of this protein measured in one randomly
selected and shuffled. This ensures that the null hypothesis - no systematic
difference in the proteins abundance between two groups of baits - is fulfilled.
This procedure is repeated for 1000 randomly selected proteins to generate a
synthetic data set of sufficient size The process of generating synthetic data
sets is also illustrated in Figure 5.12.

Figure 5.12 – Generating synthetic data sets. A random protein and cell
line combination is selected and the data is shuffled. This step is repeated
multiple times. Afterwards specificities between bait groups are introduced
such that the synthetic data set does not fulfill the null hypothesis any
more.

The number of simulated proteins is a compromise between accuracy of
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the simulation result and computation time. Obviously a larger synthetic
data set allows estimating the statistical power of the different statistical
methods more accurately. The synthetic data set generated here is a matrix
with 26 columns and 1000 rows. The columns of this data set represent the
measurements of the individual experiments of one cell type. As the original
measurements are shuffled the number of columns between the synthetic and
the real data set are identical, which should be advantageous to transfer ob-
servations in the simulation more easily to the real analysis. Furthemore the
overall size of the synthetic data set - i.e. number of proteins - is comparable
to the original experimental data set which is beneficial if we want to transfer
observations made in the simulation onto the analysis of the real data set.

Under these conditions the null hypothesis is fulfilled and there is no
difference - specificity - between two groups of measurements. Consequently
the test should not reject the null hypothesis in more than α - the chosen
significance level - cases in this data set.

5.2.2 Introduction of specificities

The synthetic data set generated above does not systematically violate the
null hypothesis, and a statistical test should only identify a significant dif-
ference between sample groups in a number of cases that is dependent on
the chosen significance level α. So if the synthetic data set is split into two
groups of experiments applying a test at a significant level of α = 0.01 should
reject the null hypothesis in 10 out of 1000 proteins (1000α = 10). This was
ensured by the random sampling of the experimental data in the generation
of the synthetic data set. To compare the statistical power of multiple tests,
alterations in protein abundance need to be introduced in the data set in turn
to violate the null hypothesis. Now the test which rejects the null hypothesis
more often has higher statistical power than a test which cannot detect the
violations of the null hypothesis as frequently.

We want to detect if there is a significant difference in protein abundance
between two groups of experiments, the experiments which do have a certain
property - e.g. DNA - and the other baits which do not have this property.
As another layer of complexity we have to account for the fact that bait prop-
erties are not equally abundant in the list of baits (see Table 5.3). Therefore
one parameter of the simulation is the size of the experimental group. The
total number of experiments in one cell type is constant across the whole data
set and predefined by the experimental design. This predefines also the size
of the second experimental group, which contains the remaining experiments,
as they do not have the bait property.

After splitting the experiments of the synthetic data set into two groups
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for different group sizes, the measurements of one group need to modified
in a way that the currently fulfilled null hypothesis is violated. As spectral
counts are an ordinal measurement with a minimum value of zero, there are
different arithmetic possibilities to modify the measurements. Introducing
specificities after generating a synthetic data set is also illustrated in Figure
5.12.

Introduction of specificities by linear modification

One option to introduce systematic difference between the measurements
in the two groups is to multiply the measurements of one group with a
factor smaller than one and thereby simulate a decreased abundance of the
measurements in this group (see Equation 5.3).

mpe = fupe (5.3)

Here mpe is the simulated - modified - abundance of the protein p in experi-
ment e of the synthetic data set after modification and upe is the unmodified
measurement.

Introduction of specificities by exponential function

As the relation between protein abundance and measured spectral count is
not necessarily linear other possibilities to modify abundance are tested as
well. Another option is to modify the spectral counts by an exponential
function (see Equation 5.4). If the exponent x is chosen below one, this also
decreases signals. In contrast to the modification by a linear function, this
relation does not model a linear relationship between spectral counts and the
proteins abundance.

mpe = upe
x (5.4)

As multiplication by a floating point factor or transformation with an
exponential function can lead to real numbered values in the result which are
not present in the original data, the values are rounded after modification,
to maintain the discrete nature of the original measurements and preserve
the property that the data set is composed of natural numbers N0.

Introduction of specificities by addition

Another option to introduce significant differences between the experiment
groups of the synthetic data set is to add or subtract a constant value from
the measurements of one group (see Equation 5.5)

mpe = upe + c (5.5)
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Here it is important to not allow values below zero, as the spectral counts
in the original data are also natural numbers and we want to maintain this
property. Rounding is not necessary if the values of c are chosen as integer
numbers and thereby no real numbers are introduced. Values below zero are
replaced by zero after modification by Equation 5.5, to get rid of negative
numbers and maintain the properties of the original experimental data set.

As the non-linear relationship between protein abundance and measured
spectral counts does not suggest a clear method to simulate differential pro-
tein abundance all three of the above mentioned methods will be facilitated
to modify the synthetic data set and introduce difference between experi-
mental groups. Furthermore, testing different abundance/measurement rela-
tionships also will show robustness of the statistical methods.

Introduction of specificities in Rsc normalised data

Rsc normalisation [88] introduces major alterations to the characteristics of
the measured data. This makes it necessary to consider if the possibilities to
modify the synthetic data set described above are also applicable to modify
Rsc normalised data. The positive integer valued count data is transformed
to signed real valued measurements due to the logarithm based Rsc normal-
isation. Consequently, altering the data by multiplication (Eq. 5.3) or an
exponential function (Eq. 5.4) is not meaningful any more and the only rea-
sonable alteration that remains is adding or subtracting constant values (Eq.
5.5) to introduce specificities. As Rsc normalised data also contains negative
values it is not necessary to replace negative values by zero to maintain the
data properties, as it was the case for spectral count data.

5.2.3 Comparing statistical methods on synthetic data

After all these considerations about how to construct synthetic data sets,
the statistical methods introduced earlier will be benchmarked on several
synthetic data sets constructed as described above.

All these simulations are performed on synthetic data sets containing
1000 proteins. Hypothesis tests were performed one-sided at a significance
level of α = 0.01 to identify increased protein abundance in the unmodified
group of experiments. Resampling methods were performed by performing
1000 random samples to compute the achieved significance level and infer the
P value. Using 1000 bootstrap samples or performing 1000 random permu-
tations for permutation tests respectively does not provide very accurate P
values and was a compromise to achieve reasonable computation time. But
as the analysis always considers the complete set of 1000 proteins and does
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not investigate individual proteins within the synthetic data set, the mistake
which is made on individual proteins should even out over the complete set
of simulated proteins.

Simulation on spectral count data

In a first example a synthetic data set containing 1000 proteins was generated
from all the proteins in the experimental data set as described earlier. The
synthetic data set was split into two groups of experiments. The first group
contains twelve experiments, the size of the second group is predefined with a
size of 14 experiments, as all the proteins simulated in the synthetic data sets
sample the complete set of 26 measurements of a protein in a single cell type
(26-12=14). The group of twelve synthetic experiments was kept unmodified
and the synthetic measurements of the other 14 experiments were modified
by multiplying spectral counts with a factor ranging from 0.5 to 1.5 in steps
of 0.1 according to Equation 5.3. The result of this first simulation can be
seen in Figure 5.13.

Figure 5.13 – Power curves for three tests, on the first synthetic data set

The plot shows the factor f which was used for modification on the x
axis. A factor of 1 means, that there was no modification made to the
original synthetic data set, which does not violate the null hypothesis due
to column-wise shuffling of the original experimental measurements. The y
axis shows the fraction of cases where the null hypothesis was rejected in the
synthetic data set of 1000 proteins. So in cases where the original synthetic
data set was modified to violate the null hypothesis this is one minus the
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type two error 1 − β. The methods benchmarked on this first synthetic
data set was the standard U test, a permutation test using the difference
in group means as test statistic and a bootstrap hypothesis test also using
the difference in means as test statistic. As described above, the resampling
methods were performed using 1000 resampling iterations. This does not
give very accurate results, but the graphs show a clear trend for all three
methods with only modest sampling noise, which would be the case if the
curves were not smooth. Surprisingly none of the methods rejects the null
hypothesis for unmodified data (f = 1) at the correct level of α which was
chosen as α = 0.01 - also indicated by a dashed line in the plot.

Closer inspection of the results led to the source of this inaccuracy. If
the experimental data, from which the synthetic data set is generated, is
pre-filtered for proteins that were detected in at least ten experiments the
tests correctly rejects the null hypothesis in 1% of the cases. This in reverse
means, that the statistical test cannot identify a significant difference between
synthetic experiment groups, when too little data is available and many of
the data points are zero, which is the case for spectral counts when a protein
was not detected in an MS experiment.

To facilitate a comparison of both cases a second synthetic data set was
generated. Here, the experimental data was pre-filtered, and proteins that
were detected in less than ten of the 78 experiments were excluded. This
reduces the size of the experimental data set to 315 proteins. Based on
these 315 experimentally detected proteins another synthetic data set was
generated by randomly picking a cell type from a randomly chosen protein
and permuting all the 26 data points measured within this cell type. This
procedure was iterated 1000 times as described earlier, resulting in another
synthetic data set that again contains 1000 proteins but now these were
sampled only from proteins that were frequently detected (in at least ten
experiments). The reduction of the sample space for generating the synthetic
data set is not critical, although the number of starting proteins has now
reduced to far below 1000, but there is still data for three cell types and this
data is then permuted again, which still leads to a extremely high number of
potential synthetic proteins.

Benchmarking the statistical methods on this second synthetic data set
shows that now the tests correctly reject the null hypothesis at a fraction of
1− β = 0.01 in the unmodified (f = 1) synthetic data set (see Figure 5.14).

Here, the results of the simulation on the first synthetic data set where
proteins were sampled from all experimentally detected proteins are shown
as dashed lines, and the results of the second data set, where proteins were
only sampled from frequently detected proteins are shown as solid lines.

The performance of the different statistical methods - different colors -
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Figure 5.14 – Comparison of the power curves of three tests, on the
first synthetic data set (dashed lines) and a synthetic data set that was
generated from a pre-filtered experimental data set which only contains
frequently detected proteins (solid lines)

is very similar on the simulated data set. As this second synthetic data set
now allows to correctly evaluate the performance of different statistical tests
further methods are benchmarked.

As a next step the U test statistic is introduced and plugged into the
bootstrap and permutation test methods. Figure 5.15 shows that switching
the test statistic from difference in means to the value of the U test statistic
also does not have a big effect on the performance of the resampling methods.

To see the influence of property abundance, which is used to divide the
data set into two groups of experiments, the same synthetic data set as used
before was split into groups of size five and 21 (26 − 5 = 21). As bait
properties are not equally abundant, this should provide information about
the performance of the test for differently abundant properties.

The results of this simulation in Figure 5.16 show that resampling meth-
ods using the difference in means (meanDiff) as a test statistic are still as
powerful in rejecting an incorrect null hypothesis (with a value of 1−β ≈ 0.08
at f = 0.5) as before when the property group sizes were chosen 12:14. On
the other hand the standard U test and resampling methods using the test
statistic of the U test have decreased power compared to the last simulation.

So far differences between experiment groups were introduced by multi-
plying the data points of one experimental group by a factor different from
one (as described in Equation 5.3). In the next step further types of mod-
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Figure 5.15 – Power curves for tests used before in comparison to using
the test statistic of the U test as the test statistic of the bootstrap.

Figure 5.16 – Power curves for synthetic data sets, where bait property
group sizes were changed. Here the abundance of the bait property is 5:21
in comparison to 12:14 used before.
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ifications discussed above are tested to evaluate the behaviour of the test
statistics under these circumstances.

First the synthetic data set used before is again split into groups of twelve
and fourteen experiments and the measurements in the fourteen experiments
are modified by an exponential function as described in Equation 5.4. The
exponent x of this function is chosen between 0.5 and 1.5 in steps of 0.1. As
x1 = x, modifying by an exponent of one leaves the data points unmodified.
The results of this simulation are summarised in Figure 5.17 in a similar way
as before.

Figure 5.17 – Power curves of synthetic data sets, when abundance is
modified by an exponential function (see Equation 5.4).

Now the exponent x is plotted on the x axis, instead of the factor f
before. Similar to the last simulation with decreased property abundance,
resampling methods using the difference in group means again show increased
performance in this simulation.

The third way to introduce differential abundance between experiment
groups discussed here, is to reduce the synthetic spectral count by adding
a negative value to all the measurements of one group (see Equation 5.5).
The same synthetic data set as described before was used and split into
two groups of twelve and fourteen experiments. The measurements of the
experiments in the second group were modified by adding a value that was
chosen between -20 and +10 in increasing steps of one. Obviously, adding
zero to the synthetic data set leaves the data set unmodified and should lead
to 1− β = 0.01.

The results of this simulation in Figure 5.18 indicate - in contrast to
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Figure 5.18 – Power curves of synthetic data sets, when abundance is
modified by adding a constant value (c on the x-axis; see also Equation
5.5).

previous simulations - that the test statistic of the U test outperforms using
the difference in group means as test statistic. Here the constant which was
added to one group of measurements in the synthetic data set c (as described
in Equation 5.5) is plotted on the x axis. Also the standard U test performs
surprisingly well on this synthetic data set.

Simulation on Rsc normalized data

So far only the raw spectral count data was facilitated to simulate the per-
formance of different statistical methods on synthetic data sets. As the data
was normalised using the Rsc method [88] also this normalised data matrix
can be used to perform benchmarks and simulate the performance of the
statistical methods. As Rsc normalisation produces positive and negative
real numbered data points, only modification by adding a constant value
(Equation 5.5) allows to modify positive and negative measurements equally.
To benchmark the performance of the different tests, the Rsc normalised
experimental data was used and a synthetic data set was created similar as
described before. A cell type was randomly chosen for a random protein that
was detected in at least ten experiments, then the Rsc normalised measure-
ments of this protein in that cell type were permuted. A synthetic data set
containing 1000 proteins that were detected in at least ten experiments was
created this way. Afterwards this data set was modified by adding a constant
value ranging from -1 to +1 in steps of 0.2 to one group of the experiments
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(see Equation 5.5).
Figure 5.19 shows the simulation results when the synthetic data set is

grouped into two groups of experiments of size 12:14 and Figure 5.20 shows
the result for a less abundant property where the experiments are grouped
in the ratio 5:21.

Figure 5.19 – Power curves for a synthetic data set generated from Rsc
normalised data. Here only introducing abundance differences by subtract-
ing a constant (Equation 5.5) can be applied.

Essentially the methods perform very similar, which is likely to be a result
of the normalisation. So probably if the data is well normalised the choice of
the statistical test does not have a big influence on the power of the analysis.

Summary of simulation results

To summarise the results of this round of simulations:

• The performance of the different methods in synthetic data modified
by multiplication is similar (Equation 5.3 and Figure 5.15).

• The performance of resampling methods that use the difference in group
means as test statistic is slightly reduced, when the property abundance
is reduced from twelve to five (Figure 5.16).

• The performance of resampling methods that use the difference in group
means as test statistic is increased, when the synthetic data is modified
by an exponential function (Equation 5.4 and Figure 5.17).
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Figure 5.20 – Power curves for a synthetic data set generated from Rsc
normalised data. Here bait property abundance was again altered from
12:14 to 5:21.

• The performance of resampling methods that use the test statistic of
the U test as test statistic is increased, when the synthetic data is
modified by adding a constant value (Equation 5.5 and Figure 5.18).

• The standard U test performs well when differences are introduced by
adding a constant (Equation 5.5 and Figure 5.18), but shows rather
average power otherwise.

• When the data is normalized using Rsc, all statistical methods perform
very similar.

• Apart from the first simulation, were synthetic proteins were sampled
from all - even rarely - experimentally detected proteins all the sim-
ulations correctly reject the null hypothesis in 1 − β ≈ 0.01 cases in
unmodified data (f = 1, x = 1 or c = 0).

5.2.4 Comparing statistical methods on synthetic data
for multiple cell types

So far the statistical methods were compared on synthetic data sets contain-
ing 1000 proteins and 26 experiments. These 26 experiments were derived
from data that was measured within a single cell type. The experimen-
tal screen was performed in three cell types to increase protein coverage.
As protein specificity is identical across cell types, it is advantageous if the
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statistical method to detect protein specificities can incorporate data from
multiple cell types and thereby improve the confidence or increase the sensi-
tivity of the analysis. Therefore in the next step synthetic data sets, which
simulate multiple cell types are generated and used to benchmark different
statistical methods to detect protein specificities.

These data sets are generated in a similar way as the synthetic data sets
were generated before. A protein is randomly chosen from the pre-filtered
experimental data set, where proteins that were detected in less than ten
out of the 78 experiments were removed. The experimental data from a ran-
domly selected cell type of this protein is permuted to generate the data of
the first synthetic cell type. Afterwards the exactly same data - from the
same protein in the same cell type - is permuted again to generate synthetic
measurements for a second cell type in the synthetic data set. All the mea-
surements of the second synthetic cell type are multiplied by an arbitrary
selected factor of f = 0.2 according to Equation 5.3 to simulate different
expression levels of that protein in the second cell type. After modification
the synthetic measurements are rounded to maintain the discrete natural
number characteristics of the original experimental data set in the synthetic
data set. This procedure is repeated 1000 times to generate a synthetic data
set of multiple proteins.

As the synthetic data was generated by permutation of the experimental
data, the synthetic data set fulfils the null hypothesis, which is that there is
no systematic difference between the mean of different groups of experiments.

Now significant differences of increasing magnitude are introduced be-
tween two groups of experiments to violate the null hypothesis and perform
power analysis. As the list of baits, that were used to perform the exper-
iments, was identical across cell types, the group size of the two groups of
experiments also needs to be identical in different cell types. Therefore split-
ting the 26 synthetic experiments needs to be done in both synthetic cell
types equivalently to maintain this characteristics of the experimental data
set. Hence, both synthetic cell types are split into two groups at the same
ratio, for example 12:14 as mostly used before.

Several statistical methods, that take into account that the data was mea-
sured in multiple cell types, were proposed in the Methods chapter (Chapter
3). These methods were not benchmarked in the power analysis of the syn-
thetic data sets earlier, as these data sets simulated only data of a single
cell type. Here, with synthetic data sets simulating multiple cell types, these
methods will be included in the benchmark. Also the statistical methods
benchmarked before are included for comparison, although they do not take
into account cell types explicitly. Figure 5.21 shows the results, when boot-
strap methods are benchmarked on the synthetic data set described above,
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where synthetic data for two cell types is generated and the expression of the
second synthetic cell type is reduced by a factor of f = 0.2. This Figure is

Figure 5.21 – Power curves for bootstrap methods applied to synthetic
data sets simulating multiple cell types. Here a second cell type is simulated
with 80% reduced signal intensity (f = 0.2 in Equation 5.3). Test statistics
which account for multiple cell lines are indicated by CL. Basically here
the test statistic is computed for each cell line individually and combined
afterwards by either computing the sum or the weighted mean (weighted).
Details see Page 27.

comparable to Figure 5.15 with the difference, that here two cell types are
simulated. The methods not taking into account multiple cell types in their
design (shown in black) do not reject the null hypothesis correctly in one
percent of the cases (α was set to 0.01 again) in unmodified data (f = 1).
Most importantly, the methods that use the test statistic of the U test per
cell type, are more powerful compared to methods where the difference in
means is used as the test statistic by the bootstrap.

Figure 5.22 shows the power curves, when performing the same simulation
on permutation test methods. Here all the methods are too conservative and
reject the null hypothesis too often when the synthetic data was unmodified
(f = 1). Methods that perform weighting of the test statistic per cell type
based on the amount of expression/detection have increased power compared
to the other methods. Again, methods that were designed to analyse data of
multiple cell types are more powerful than methods not taking into account
multiple cell types. Comparing the simulation results of synthetic data for
two cell types (Figure 5.21 and 5.22) with previous simulations, where only
one cell type was simulated (see Figure 5.15 for direct comparability), shows
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Figure 5.22 – Permutation tests applied to synthetic data sets simulating
multiple cell types as done in Figure 5.21 for Bootstrap methods.

that methods that were designed to incorporate data from multiple cell types
take advantage from the information contained in the second cell type. This
leads to increased power compared to methods which do not take into ac-
count the experimental setup (i.e. the separation in multiple cell types).
Interestingly, the power of methods that do not take into account cell type
information remain at a similar level of performance (1−β ≈ 8% at f = 0.5)
as for single cell line data, whereas test statistics that take advantage of the
cell type information gain power (1− β up to 15% at f = 0.5).

Estimating the influence of noise

Simulating data of multiple cell types also provides an easy opportunity
to estimate the influence of noise on the performance of the different test
statistics. Therefore the synthetic data of the second simulated cell type,
in which the abundance was reduced by 80% by multiplying with a factor
of f = 0.2, is not modified when significant differences are introduced. So
here the synthetic data set is generated by twice permuting data of a random
protein to generate data for two synthetic cell types. In the second cell type
the abundance is decreased by multiplying by a factor of f = 0.2. Afterwards,
when the data is modified to violate the null hypothesis, only the data of the
first synthetic cell type is altered. The data of the second cell type remains
unchanged and therefore does not violate the null hypothesis. In contrast
to the data of the first synthetic cell type which violates the null hypothesis
after alteration, the second cell type can be considered as noise, which does
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not contribute to rejecting the null hypothesis in the statistical analysis. As
the abundance in the second cell type is reduced, statistical methods should
still be able to identify violations to the null hypothesis, but probably in a
reduced number of cases. This should lead to reduced power in the analysis
compared to the last simulation.

Benchmarking the bootstrap methods on this synthetic data set, in which
the second cell type only contributes noise and does not violate the null
hypothesis, shows that here methods that use the test statistic of the U test
correctly reject the null hypothesis in 1% of the proteins when the synthetic
data was unmodified (f = 1), whereas the other methods do not reject the
null hypothesis often enough (see Figure 5.23). Again methods that take into

Figure 5.23 – Power curves for bootstrap methods applied to synthetic
data sets simulating multiple cell types. Here a second cell type is simulated
with 80% reduced signal intensity. Data of this second - less abundant -
synthetic cell type is not modified to violate the null hypothesis, which
introduces noise.

account that the measurements were derived from multiple cell types perform
better than simple test statistics which do not take cell types into account.
As expected the power of all methods is reduced upon the introduction of
noise, as now the most powerful method can reject the null hypothesis in ≈
7% of the cases as compared to ≈ 15% for the best method before in Figure
5.15.

Comparing the power of permutation tests (see Figure 5.24) reveals that
all permutation methods tend to reject the null hypothesis in slightly too
little cases. Here permutation tests which use the difference in means as test
statistic are more powerful than the tests statistic of the U test. Again, the
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Figure 5.24 – Permutation tests applied to synthetic data sets simulating
multiple cell types as done in Figure 5.23 for Bootstrap methods.

power of all methods is reduced upon the introduction of noise via the second
cell type.

Summary of simulation in multiple cell types results

The key results of the simulation of multiple cell types using synthetic data
sets can be summarized as follows:

• Bootstrap methods that use the test statistic of the U test per cell type
are more powerful compared to methods which use the difference in
mean as the test statistic (see Figure 5.21).

• Permutation test methods that do not weight the test statistic have
higher power than methods which weight the test statistic per cell type
(see Figure 5.22).

• Many methods are too conservative and do not reject the null hypoth-
esis at the correct level of α when data of multiple cell types that
does not violate the null hypothesis is analysed (f = 0). This is more
prominent for methods that do not take into account cell types.

• As expected the introduction of noise reduces the power of all statistical
methods.

• Statistical methods that were designed to take cell types into account
perform better on data that contains multiple cell types.
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Simulations on synthetic data sets allow to dissect the influence of differ-
ent factors on the statistical analysis. Here the influence of:

• the relation of protein abundance and measured spectral counts

• Rsc normalisation [88]

• the abundance of bait properties and thereby the effect of different
group sizes

• multiple cell types including expression differences

• experimental noise

for different proposed statistical methods have been studied. Test statistics
which were designed to incorporate data from multiple cell types clearly
outperform other methods ignoring cell type information. Although these
simulations are very informative and provide some insight on the behaviour
of the methods to different aspects of experimental data, no method turned
out to be superior in all the studied aspects. Another option to benchmark
different methods is to evaluate their performance to predict prior knowledge.
This aspect will be handled in the next section.

5.2.5 Comparing statistical methods on annotated data

Besides the rather artificial considerations to benchmark different statistical
tests on synthetic data sets to determine the most appropriate candidate for
data analysis, it is also possible to use available knowledge about proteins
within the experimental data set to compare the performance of different
statistical methods and determine the best suited method.

Gene Ontology (GO) [4] provides a platform which allows to annotate the
function of genes and proteins. “DNA binding” (GO:0003677) and “RNA-
binding” (GO:0003723) are represented in Gene Ontology. Both are child
nodes of “nucleic acid binding” (GO:0003676) inside the “Molecular Func-
tion” sub-branch of Gene Ontology (see Figure 3.2). Genes and proteins can
be annotated by functions represented in GO. The SwissProt database [1, 8],
which was used to identify proteins in the experimental data set, facilitates
GO annotation. Therefore a protein entry incorporates a link to a node
identifier in Gene Ontology to annotate the protein with a certain function.
So a DNA binding protein contains a link to the node “DNA binding” in
its Gene Ontology annotation. As “DNA binding” is connected to multiple
child nodes in GO, also proteins which are connected to one of these child
nodes by their annotation are declared as “DNA binding”. For example the
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protein PARP1 is annotated as “DNA binding”, whereas the protein XRCC5
is annotated as “double-stranded DNA binding” and “telomeric DNA bind-
ing”. These functions themselves are child nodes of “DNA binding” in the
GO graph and therefore XRCC5 is also specified as “DNA binding”. This
hierarchical structure allows to annotate proteins at different levels of pre-
cision, which can be useful if limited information is available as well as for
defining broad functional roles. Of course, the same is also true for RNA-
binding proteins where proteins annotated with a child node of RNA-binding
are RNA-binding. As DNA- and RNA-binding both are child nodes of “nu-
cleic acid binding”, all the proteins annotated to one of these child nodes are
annotated as “nucleic acid binding” automatically.

The experimental design of this study allows to group experiments based
on their bait composition into groups of DNA-, RNA-, adenine-, ... methylcytosine-
containing baits (see Table 5.3). The statistical analysis of DNA vs. RNA
containing baits should reveal DNA specific proteins. As Gene Ontology
provides information about DNA- and RNA-binding proteins, this allows to
create a set of proteins that should be identified by the analysis. DNA- and
RNA-binding are the only two nodes that can be used to create a set of true
positives this way, as the other specificities of the statistical analysis are either
only annotated in a very small number of proteins of the SwissProt database
or are not represented in Gene Ontology at all. The annotation process
also allows to annotate a protein as both, DNA-binding and RNA-binding.
This annotation does not allow to infer that the protein is DNA-specific,
and therefore proteins that are annotated as DNA- and RNA-binding are ex-
cluded from the true positive set. Unfortunately Gene Ontology annotation
is not complete, so there are DNA-binding proteins which are not annotated
as such. The information represented in the annotation is also not perfectly
accurate, so there might be false positives in the annotation. Furthermore the
annotation is also biased for well-studied proteins, for which more annotation
is present. Nevertheless it provides a valuable starting point to benchmark
the statistical methods on external knowledge.

2018 of the 20422 proteins in the SwissProt database [113], which we
used to perform database search of the MS data and identify the proteins
in the experimental sample, are annotated as DNA binding (see also Ta-
ble 1.1). 190 of these proteins were actually identified in the experimental
data set. A substantial fraction - 59 - are also annotated as RNA-binding.
Now this knowledge provides a benchmark data set of 131 proteins that
should be identified as DNA specific by the statistical analysis. As proteins
rarely detected in the experimental data set cannot be significantly detected
by the statistical analysis, the experimental data set was again pre-filtered
for proteins that were detected in at least five experiments, which reduced
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the size of the experimental data set to 469 proteins, 73 of which are an-
notated as DNA-binding and not annotated as RNA-binding. Experiments
were grouped into classes of DNA- and non-DNA-baits and the candidate
statistical methods proposed to identify protein specificities were applied to
this experimental data set to identify significant differences between the two
experimental groups. The 73 proteins exclusively annotated as DNA-binding
or one of its child nodes were used as true positives. Figure 5.25 shows the
complete ROC curve of the simulation results in the first panel. As high false
positive rates (FPR) are not desired the second panel provides a zoom in on
the range of a FPR between 0 and 0.2.

Figure 5.25 – ROC curves of multiple candidate tests, trying to infer DNA
specificity when using GO annotation as gold standard.

As higher FPR rates are not relevant for the analysis, further ROC curves
will also display this FPR range for comparability. Figure 5.25 allows to
compare the performance of the statistical methods on raw spectral count
measurements (in black) and Rsc normalised data (in red). Interestingly
most statistical methods perform better on spectral count measurements as
in Rsc normalised data. Test statistics that are designed to handle data from
multiple cell types show a clear improvement compared to employing t- or
U-test on the complete data set for spectral count data, whereas the improve-
ment on Rsc normalised data is not very strong. As the quality of prediction
results is clearly better when spectral counts are used as input data, these
measurements will be facilitated to perform the specificity analysis. The next
step is to find the best method to identify specificities from spectral count
data.
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Comparing permutation test methods with the bootstrap using the same
set of test statistics, shows very similar performance for both methods (see
Figure 5.26).

Figure 5.26 – ROC curves to compare the performance of bootstrap to
permutation tests. Again GO annotation is used as a gold standard.

Figure 5.27 shows the comparison of methods which use the test statistic
of the U test compared to methods which use the difference of experiment
group means as test statistic. Here methods (permutation tests and boot-
strap) which use the test statistic of the U test perform better than methods,
which use the difference in means as the test statistic.

5.2.6 Choice of the statistical test

Benchmarking different statistical methods that employ multiple test statis-
tics showed that:

• best performance is achieved on spectral count data

• test statistics which are designed to take multiple cell types into account
(described in Section 3.3.1) perform better than standard t or U test
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Figure 5.27 – ROC curves to compare the difference in mean to the
test statistic of the U test plugged into either a permutation test or the
bootstrap.
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• the test statistic of the U test has slight advantage compared to differ-
ence in group means

Therefore the specificity analysis will be performed on spectral count data,
using the test statistic of the U test on cell types individually. As the U
test statistic does not weight cell types according to the signal magnitude,
the test statistics of the individual cell types are weighted according to the
signal intensity, which also increased performance on the synthetic data. The
performance of this test statistic coupled to a permutation test is shown in
Figure 5.28. This Figure shows the performance of all the tested methods to

Figure 5.28 – Performance of the selected test - a permutation test which
computes the test statistic of the U test on individual cell lines and com-
bines these by weighted mean - in comparison to other methods tested,
using GO annotation as a gold standard.

predict DNA binding proteins - according to Gene Ontology - from spectral
count measurements in the experimental data set. Here the permutation test
which uses the test statistic of the U test per cell type (permClUW shown in
red) is compared to the performance of all the other methods evaluated.
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The selection of this test is also assured in the ROC curve in Figure 5.28.
Selecting a classifier and the corresponding threshold is always a tradeoff
between trying to maximise sensitivity (TPR) and specificity (1-FPR) at
the same time. These two optimisation criterions are always counteracting,
which means that increasing sensitivity reduces specifictiy. A classifier which
assigns classification randomly would achieve identical TPR and FPR indi-
cated by the grey line. The classifier which achieves maximum distance from
this 45 degree line is best suited to classify the data. The selected permuta-
tion test (permClUW) achieves a TPR of 71.5% at a FPR of 8.5% (indicated
by grey dashed lines in the ROC curve).

This method will be applied to analyse the spectral count data of the
experimental data set. Now also the remaining bait properties according to
Table 5.3 will be analysed - for most of which no annotation is available.

5.3 Identification of protein specificities

Now, after the best suited test to identify protein specificities was determined,
this test is applied to identify protein specificities for all classes of baits
defined in Table 5.3 on the experimental data set. Therefore a permutation
test is applied. This test uses the non-parametric test statistic of the U test as
a test statistic. To compute the test statistic the measurements are divided
into two groups dependent on if the bait property of interest - for which
specificity should be determined - was present in the nucleic acid bait that
was used in the individual experiment. Due to different abundance levels
across cell lines, this test statistic is computed on the three experimental cell
lines individually. These three values are combined into a single test statistic
by computing the weighted mean. These weights correspond to the sum of
the signal in the corresponding cell line (as described in Section 3.3.1). This
test was determined as the best suited statistical test to identify protein
specificities in the previous Section.

The studied bait properties were DNA, RNA, adenine (A), thymine (T),
cytosine (C), guanine (G), uracil (U) and methylated cytosine (mCG) (see
Table 5.3 for exact assignment of bait properties to individual baits). Un-
fortunately the specificity for single- and double-stranded baits could not be
determined, because the experiments were performed in two batches, where
double-stranded pulldowns were performed in a separate batch and so iden-
tified specificities could also be due to experimental differences. Overall this
analysis led to the identification of 254 protein specificities at a P value be-
low P < 0.01. These specificities were identified in 174 of the 921 proteins.
The number of proteins with significant specificities is smaller than the num-
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ber of significant specificities because some proteins had multiple significant
specificities. Table 5.4 shows the number of significant proteins

P values calculated in the specificity analysis were not corrected for mul-
tiple hypothesis testing.

Table 5.4 – Number of specific proteins for individual bait property groups
(P < 0.01)

DNA RNA A T C G U mCG
38 75 5 35 10 43 27 21

Figure 5.29 visualizes the identified protein specificities on the network
of protein identifications. Here the layout is identical to Figure 5.7. The
location of protein specificities in the force directed network layout co-locates
with bait properties which were used to position the baits in groups in the
layout.

5.3.1 Validation based on external annotation

To get a first impression if the statistical test can detect proteins which specif-
ically bind to different types of nucleic acids, proteins which bind specifically
to DNA were annotated using Gene Ontology (GO) [4]. Table 5.5 shows
the result of this annotation process. Here 34 of 38 proteins are annotated
as DNA binding in GO. Of the remaining four proteins two are obviously
misannotations. These are TFAM, as it is a transcription factor which by
definition bind DNA, and POLR2H, a DNA directed polymerase which also
binds DNA. One of the remaining two proteins is a uncharacterised protein
which has not been focus of intense studies and therefore almost no annota-
tion is available. This again demonstrates the value of this unbiased study
that has the ability to reveal knowledge about unstudied proteins. The last
remaining protein in the list is Lysozyme C (LYZ), which was not implicated
to be DNA binding and represents a potential false positive of the analysis.
Overall this first annotation based validation demonstrates the power of the
experimental approach in combination with focused statistical analysis. This
validation step was focusing on DNA specific proteins. In a next step identi-
fied specificities for all bait classes are validated by additional experiments.

5.3.2 Experimental validation

In the next step, predicted specificities were tested by additional experiments.
Four candidates were chosen which should be specific for DNA, RNA, A/T
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Figure 5.29 – Overview of the data set. Specificities detected in the
statistical analysis are mapped onto the interaction network, already shown
in Figure 5.7. Baits are indicated by large nodes. Nucleotide composition
of the baits and specificity of proteins are color coded as before. In case
of multiple specificities for a single protein the most significant one is
reported. Interacting proteins are split into three groups (known, likely
secondary, and novel) based on public annotation and interaction data.
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Table 5.5 – Table of significantly DNA specific proteins (pDNA < 0.01)
and their GO annotation for “DNA binding” (GO:0003676).

protein name pDNA GO
PARP1 Poly [ADP-ribose] polymerase 1 0.00000 TRUE
XRCC6 X-ray repair cross-complementing protein 6 0.00000 TRUE
XRCC5 X-ray repair cross-complementing protein 5 0.00000 TRUE
XRCC1 DNA repair protein XRCC1 0.00000 TRUE
MSH3 DNA mismatch repair protein Msh3 0.00000 TRUE
HMGB2 High mobility group protein B2 0.00000 TRUE
MPG DNA-3-methyladenine glycosylase 0.00000 TRUE
RFC4 Replication factor C subunit 4 0.00000 TRUE
RFC1 Replication factor C subunit 1 0.00000 TRUE
MSH2 DNA mismatch repair protein Msh2 0.00000 TRUE
RECQL ATP-dependent DNA helicase Q1 0.00000 TRUE
LIG3 DNA ligase 3 0.00000 TRUE
SUB1 Activated RNA polymerase II transcriptional coac-

tivator p15
0.00000 TRUE

PRKDC DNA-dependent protein kinase catalytic subunit 0.00000 TRUE
TFAM Transcription factor A, mitochondrial 0.00000 FALSE
C20orf72 Uncharacterized protein C20orf72 0.00000 FALSE
RPA3 Replication protein A 14 kDa subunit 0.00005 TRUE
SSBP1 Single-stranded DNA-binding protein, mitochon-

drial
0.00005 TRUE

RFC2 Replication factor C subunit 2 0.00015 TRUE
RPA2 Replication protein A 32 kDa subunit 0.00025 TRUE
POLG DNA polymerase subunit gamma-1 0.00045 TRUE
RFC3 Replication factor C subunit 3 0.00050 TRUE
LYZ Lysozyme C 0.00055 FALSE
DDB2 DNA damage-binding protein 2 0.00055 TRUE
RPA1 Replication protein A 70 kDa DNA-binding sub-

unit
0.00060 TRUE

HIST1H1C Histone H1.2 0.00075 TRUE
DDB1 DNA damage-binding protein 1 0.00090 TRUE
POLR3A DNA-directed RNA polymerase III subunit RPC1 0.00125 TRUE
POLR3C DNA-directed RNA polymerase III subunit RPC3 0.00175 TRUE
HMGB1 High mobility group protein B1 0.00190 TRUE
POLR1C DNA-directed RNA polymerases I and III subunit

RPAC1
0.00310 TRUE

POLR3B DNA-directed RNA polymerase III subunit RPC2 0.00480 TRUE
H1F0 Histone H1.0 0.00490 TRUE
POLR2H DNA-directed RNA polymerases I, II, and III sub-

unit RPABC3
0.00545 FALSE

HMGB3 High mobility group protein B3 0.00551 TRUE
POLR3F DNA-directed RNA polymerase III subunit RPC6 0.00584 TRUE
BANF1 Barrier-to-autointegration factor 0.00743 TRUE
SMARCAL1 SWI/SNF-related matrix-associated actin-

dependent regulator of chromatin subfamily A-like
protein 1

0.00944 TRUE
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and C/G according to the experimental analysis. This allows testing the
specificities by a set of four baits. Furthermore antibodies for the candi-
dates should be available which reduces experimental effort. The number of
A/T specific proteins in the results is quite limited and therefore a protein
for which no antibody is available had to be selected. The list of selected
candidates was:

• XRCC6 is specific for DNA and baits that contain Guanine, according
to the statistical analysis

• HNRNPR is specific for RNA baits

• NCL is specific for baits that contain Cytosine or Guanine

• C20orf72 is specific for baits that contain DNA, Thymine and also the
P value for Adenine containing baits is close to the significance level

Antibodies for XRCC6, HNRNPR and NCL were available. In contrast to
C20orf72, for which no antibody was available. Therefore this protein was
cloned and a tag was attached during the cloning procedure. The tag allows
to quantify the protein by western blotting by using an antibody against the
tag. The tagged form of C20orf72 was cloned into HEK293 cells, as these
cells are easier accessible to genetic manipulation.

Selective baits to probe for statistically identified specificities were chosen.
These baits are the single stranded DNA and RNA baits that are composed
of either CG or AT(AU in the case of RNA). Using these baits, two exper-
iments were performed. In the first experiment affinity purifications from
HepG2 cell lysates against the four chosen baits and a streptavidin control
were performed. Here the HepG2 cell line was chosen, because this cell line
manifested the highest abundance of the three candidate proteins in the orig-
inal screen and this should support detectability by antibodies. The samples
generated here were split into three aliquots and probed against the antibod-
ies of XRCC6, HNRNPR and NCL. The second experiment was performed
on HEK293 cells that were transfected with tagged C20orf72 and the same
set of nucleic acid baits. These samples were afterwards blotted with an an-
tibody against the tag. This quantitative analysis by western blotting (see
Figure 5.30) confirms the predicted specificities.

The specificity for methylated cytosine (mCG) is slightly more compli-
cated to analyse as the baits containing methylated cytosine only contain cy-
tosine and guanine and therefore form a subset of CG containing baits. This
leads to a correlation between the P value of methylated cytosine (pmCG) and
the P values of cytosine (pC) and guanine (pG) specificity. As the specificity

85



Figure 5.30 – Four examples of specific binding affinities of NABPs rep-
resented with P-values in the statistical analysis and the Western blots in
the experimental validation. (C20orf72 was purified with an Myc tag in
HEK293 cells instead of a specific antibody in HepG2 cells).

for C and G is computed on all baits that contain C or G - also for exam-
ple AG baits belong to the group of guanine containing baits and therefore
contribute to pG - and the correlation is manifested in both these P values
(pC and pG). Therefore an additional statistical analysis was performed that
measures the specificity of proteins for CG baits in which cytosine is not
methylated (pCG). This additional measure should allow to decompose the
correlation between pC , pG and pmCG and identify proteins with specificity
for methylated cytosine. Table 5.6 lists the top ten proteins with the lowest
P value for methylated cytosine (pmCG).

The correlation between pC , pG and pmCG is clearly visible in a subset
of the proteins as proteins that have a significant P value for mCG also are
more likely to be significant for C and/or G than expected by chance. These
proteins can be considered to preferentially bind to any C/G containing bait,
independent of cytosine methylation. Computing an additional P value that
tests the specificity especially for unmethylated CG baits (pCG), which is
a complementary subset to the group of methylated (CG) baits within the
group of all C/G containing baits, allows to separate proteins with general
specificity for baits containing cytosine and/or guanine from the more specific
proteins that bind to the CG baits that contained methylated cytosine. Con-
sequently proteins that are specific for cytosine methylated DNA should have
an insignificant P value for CG containing baits (pCG) besides a significant
P value for methylated baits (pmCG) of course. The ten proteins with most
significant pmCG in Table 5.6 show exactly these two groups. Proteins of the
RPA family, which have a small P value for methylated and unmethylated
CG baits, and can therefore be considered as binding to all CG containing
baits. Whereas UHRF1 only has a significant P value for methylated baits
(pmCG). UHRF1 was reported to specifically bind to methylated DNA [106]
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Table 5.6 – Top ten most significant methylcytosine specific proteins
(mCG). As methylcytosine baits form a subset of C/G containing baits,
therefore a correlation with pC and pG is observed. To resolve this also a
P value for specificity for unmethylated CG oligos was computed (pCG).
Proteins with low pmCG and high pCG are more likely to be methylcytosine
specific.

rank name pmCG pCG pC pG
1 RPA2 0.0000 0.0002 0.1375 0.1020
2 RPA1 0.0000 0.0006 0.1256 0.0900
3 UHRF1 0.0000 0.5300 0.0110 0.0113
4 CGGBP1 0.0000 0.0337 0.0043 0.0030
5 RPA3 0.0001 0.0019 0.2420 0.1090
6 PRKDC 0.0006 0.0743 0.0043 0.0021
7 CNBP 0.0007 0.1040 0.0056 0.0000
8 RECQL 0.0015 0.0142 0.0005 0.0011
9 YB-1 0.0017 0.1800 0.0867 0.0010

10 TFAM 0.0022 0.0220 0.0144 0.0005

earlier. YB-1 shows similar behaviour.
To test the specificity of YB-1 experimentally UHRF1, YB-1 and AIM2

were cloned into HEK293 cells. As the specificity of UHRF1 is already known
it serves as a positive control. Furthermore AIM2, a nucleic acid binding
protein with no reported specificity, was included in the experiment as an
unspecific control. All proteins were cloned into HEK293 cells in a tagged
form. To probe for methylation specificity AT, CG and methylated CG DNA
were used as baits. The outcome of the experiments in Figure 5.31 shows
that UHRF1 is specific for methylated DNA as described in the literature
and confirmed in the statistical analysis. The experiment confirms, that
YB-1 is specific to methylated DNA too, which was not known previously.
This finding is especially interesting as YB-1 - which usually resides in the
cytoplasm [22] - was shown to translocalise to the nucleus in various tumors
[21, 5]. This might indicate a role of YB-1 in altering transcriptional regula-
tion during cancer, especially as methylation is known to be altered in tumor
cells [69].

By combining the P-values of specific proteins for the various binding
specificities in vectors for each protein, we could cluster the NABPs and
observed several protein families sharing specificities (see Figure 5.32). Here
P values computed in the specificity analysis were log transformed. Due to
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Figure 5.31 – Validation of methylcytosine specificities. UHRF1 (known)
and YB-1 (unknown) are methylcytosine specific, whereas AIM2 serves as
an unspecific control.

the limited number of permutations in the permutation test, also P values of
zero occur in the result of the specificity analysis. Therefore 0.0005 was added
to each P value before log transformation. Next, Euclidean distances were
computed between these vectors of log transformed values and a dendrogram
was generated by neighbour-joining [102] implemented in phylip [99].

5.4 Prediction of NABPs from Amino Acid

Sequence

As already mentioned, biological annotation is not perfectly reliable and in-
complete as it is subject of ongoing research. An additional value of our data
set is, that it provides a body of experimentally detected NABPs. Therefore
it is interesting to see how well this data set is suited to serve as a starting
point for prediction of NABPs by computational methods. Of course nu-
merous attempts to predict protein function have been undertaken. Analysis
of protein domains, as already mentioned earlier, has established as a stan-
dard for inferring protein function(s). Here a protein sequence is compared
against all known protein domain models (usually described in the form of
HMMs). Identification of a protein domain with known function on the pro-
tein sequence allows to get an idea of the potential function of the query
protein.

Here a completely different approach will be tested. As nucleic acid poly-
mers confer a negative charge on the backbone, the charge distribution of
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Figure 5.32 – The 174 proteins that were assigned a binding specificity
for at least one nucleic acid class have been clustered to reflect similarities
in specificities. Most protein families show similar specificities. H1FX was
found to be RNA specific in contrast to the family members H1F0 and
HIST1H1C that are DNA-specific.
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a query protein is analysed to infer nucleic acid binding. Protein-substrate
binding sites usually do not span the whole protein sequence, but rather a
small proportion of the protein is directly involved in a specific interaction.
The same is true for interactions between proteins and nucleic acids. There-
fore local charge patterns of a protein are of great interest to infer nucleic
acid binding. Due to three dimensional folding of a protein chain, the tertiary
structure of a protein plays a crucial role to determine the charge of local
binding sites. On the other hand protein structures are only available for
a small fraction of proteins. Consequently to guarantee general applicabil-
ity to all proteins, the prediction needs to be based on amino acid sequence
alone. This is especially advantageous for less well studied proteins, where
the likelihood of an available structure is further decreased. Due to this de-
sign decision a method based on amino acid sequence will be applicable to
all proteins.

5.4.1 Computation of charge profiles

Based on the aforementioned considerations the following approach was im-
plemented. Several protein properties are computed based on amino acid side
chain properties and then used as an input for a machine learning method to
predict nucleic acid binding. The amino acid sequence of the protein is con-
verted into a numeric vector. Here amino acids with a positively charged side
chain (i.e. Lysine, Histidine and Arginine) are represented by +1. Conversely
negatively charged amino acids (Aspartic Acid and Glutamic Acid) are rep-
resented by -1. The remaining - uncharged - amino acids are represented as
zeros within the vector. This vector is used as a first charge representation
along the amino acid sequences (see the black bar graph in Figure 5.33 for
an example). Based on this vector the fraction of positively and negatively
charged amino acids is computed. The sum of these two numbers is equiva-
lent to the mean of the initial signed vector elements (-1/0/+1) and is used
to represent the overall charge of the query protein. As mentioned above, in-
teraction surfaces of proteins are relatively small and therefore local charged
regions play an important role in protein-nucleic acid interactions. To ac-
count for these local charged regions a moving average is computed along the
vector. This moving average can identify regions in which a high number of
identically charged amino acids do occur which indicates a highly charged
local region. Subsequently the fraction of positions where this moving av-
erage lies above an arbitrary threshold of +0.3 and +0.5 as well as below
-0.3 and -0.5 is calculated and used as an input parameter for the machine
learning method. The rational behind using the fraction of positions that
fulfil a certain condition (charge/moving average above a threshold) is, that
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this automatically provides a simple normalisation to account for protein se-
quence length, as larger proteins are more likely to have a higher number
of charged amino acids. Consequently all the computed parameters lie in a
range between zero and one, except the average charge, which can lie between
plus and minus one. Finally also the minimum and maximum of the moving
average within the given query proteins is calculated and used as an input
parameter. The moving average is computed three times using different win-
dow sizes of 5, 10 and 20, which lies in the range of typical protein-nucleic
acid interaction interfaces. All the described values are subsequently used
as input parameters for a SVM classifier which tries to predict nucleic acid
binding based on the calculated charge parameters.

Figure 5.33 shows the charge profile and the derived charge parameters for
two exemplaric proteins. Beta-actin (ACTB) is a well known and very abun-
dant protein which does not bind to DNA. In contrast to Histone H1 which
is well known to bind to DNA in the nucleus and is also very abundant. Ob-
viously H1F0 contains many positively charged amino acids, whereas ACTB
is relatively neutral.

5.4.2 Model training and performance

The 21 aforementioned parameters were used as input features for a subse-
quent classification by a SVM. The training set was composed of nucleic acid
binding proteins, detected in the previous analysis and proteins that do not
bind to nucleic acid. For the set of NABPs in the training set eleven proteins
that were classified as secondary interactors were removed from the 113 DNA
and RNA-specific proteins detected in the previous specificity analysis. The
resulting 102 proteins are incorporated into the machine learning training
set as examples for proteins which bind to nucleic acid. To also incorporate
proteins that do not bind nucleic acid as counter examples in the training
set, proteins that were detected in the nucleic acid experiments were removed
from proteins detected in abundance proteomics experiments [14] - abundant
proteome of the same cell lines measured by MS without prior enrichment by
a nucleic acid column. These experiments were performed in the same cell
lines and already used earlier as a negative control (Figure 5.4). To obtain a
clean negative control data set also proteins that were annotated as nucleic
acid binding in Gene Ontology were removed from this set. Proteins that
are annotated as nucleotide binding (GO:0000166) were removed as well, be-
cause these are highly similar to proteins annotated as nucleic acid binding.
To eliminate some of the remaining misannotated proteins also proteins that
contain “ribosome”, “zinc finger”, “nuclease”, “DNA” or “RNA” in their
name were removed. Of course this could also remove proteins that are for
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Figure 5.33 – Graphical representation of the computed charge parame-
ters. Charged amino acids are indicated a grey bars (positive +1, negative
-1). The fraction of charged amino acids is given on the right in black
(positively at the top, negatively at the bottom and the overall average
in the center. Moving averages for different window sizes (w) are also
indicated in the graph (w = 5 in red, w = 10 in blue and w = 20 in
green). The thresholds for the moving average are indicated as dashed
lines at +0.5, +0.3, -0.3 and -0.5. The fraction of positions outside this
threshold is also given on the right in the corresponding color outside the
respective threshold as well as the minimum and maximum of the moving
average in the very top (max) and in the very bottom (min). Histone H1
(H1F0) is DNA binding, whereas Beta-actin (ACTB) is not.
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example called “non DNA binding protein 1”, but as negative nomenclature
is not very common in biology this filtering will generate a cleaner training
set. Furthermore loosing some non-NABPs in the set is not as dramatic as if
the negative set contains proteins that bind to nucleic acid (false negatives).
The filtering procedure for non-NABPs in the training set can also be seen
in Table 5.7

Table 5.7 – Workflow and absolute protein numbers for the compilation
of a non-NABP training set for machine learning.

description # proteins remaining
abundance proteomics experiments [14] 3054
- proteins detected in nucleic acid experiments 2609
- proteins annotated as nucleic acid binding 2255
- proteins annotated as nucleotide binding 1840
- proteins that contain ribosome, zinc finger, nu-
clease, DNA or RNA in their description

1771

5.4.3 Model learning

The 21 charge parameters for these 1873 proteins were computed. This
training data set was used to build a SVM model in R. Therefore the svm

[20] function of the R package e1071 was used. This function provides an
implementation of a ”C-classification” SVM model, which is a soft margin
classifier with user definable cost coefficient.

Table 5.8 – Performance of the first machine learning classification on the
training set using all 21 charge features.

prediction
NABP non NABP

classification
NABP 19 83
non NABP 0 1771

Applying the SVM on the training set with a cost coefficient of one (C =
1) shows that 19 of the 102 NABPs in the training set can be classified
correctly, whereas 83 proteins were incorrectly classified as non-NABPs (false
negatives). This results in a sensitivity of 18.6% ( 19

102
) at a specificity of 100%

(= 1771
1771

) (see confusion matrix in Table 5.8). Here no false positives were
predicted, which is important as these misclassifications should be avoided for
correct novel predictions. A classification with high specificity of predictions
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is important and preferred, also if this on the other hand decreases sensitivity.
Overall the result is equivalent to a prediction error of 4.4% ( 83

102+1771
). Of

course evaluating the classification performance directly on the training set
is misleading as here overfitting is not detectable. Therefore a ten fold cross
validation which is also provided by the svm-function was applied to detect
overfitting. Cross validation resulted in an accuracy of 95.4% which is very
close to the calculated error of 4.4% and indicates that in this simple model
overfitting is not yet a problem.

Next, model performance is evaluated on models with different cost coef-
ficient parameters to determine if varying the cost coefficient and therefore
altering the magnitude of the soft margin penalty (slack variables) can im-
prove the performance of the classifier (see Table 5.9).

Table 5.9 – SVM performance for different cost coefficients. False Neg-
atives (FN) and False Positives (FP) were measured on the training set
without cross validation, whereas the accuracy was determined using ten
fold cross validation implemented in the svm-function.

cost
coefficient

time [sec]
FN

(training)
FP

(training)
accuracy [%]

(cross validation)
0.01 0.4 86 0 95.3
0.1 0.6 83 0 95.4
1 1.8 83 0 95.4
10 11.1 82 0 95.4
40 146.3 83 0 95.4

Interestingly the performance is not strongly affected when altering the
cost coefficient. A very low value of the cost coefficient led to a significant
increase in false negatives. Increasing the cost coefficient above 40 was not
possible, as algorithm run time dramatically increased and possibly would
not have converged. A drawback of the internal implementation of the cross
validation supplied by the svm-function is, that it only provides the accuracy
of the classification, whereas the classifier sensitivity, specificity or confusion
matrix is not provided. Therefore cross validation was implemented manually
to determine the classification specificity, which is important in our setting.

The cumulative confusion matrix of the ten test set partitions can be
seen in Table 5.10. As in Table 5.8 the cost coefficient was set to one.
Annoyingly one false positive protein was observed, which reduces specificity
to 99.9% (1770

1771
). This does not seem very dramatic, but looking at the false

discovery rate (FDR) this means an increase to 5% ( 1
1+18

) compared to an
FDR of 0 earlier when evaluating on the training set. This is especially
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annoying as this means that actually roughly 5% of the predicted NABPs
might be incorrect, although the number of positively predicted proteins is
quite low in the data set, which obviously leads to a high confidence interval
of the calculated FDR. The accuracy computed on this confusion matrix is

Table 5.10 – Performance evaluated by ten fold cross validation. (Linear
kernel and cost coefficient=1)

prediction
NABP non NABP

classification
NABP 18 84
non NABP 1 1770

similar to the accuracy provided by the cross validation implemented in the
svm-function (95.5%). Next, again the influence of the cost coefficient was
determined (see Table 5.11). Interestingly, here reducing the cost coefficient

Table 5.11 – SVM performance for different cost coefficients and using
a linear kernel. Here False Negatives (FN), False Positives (FP) and True
Positives were measured by ten fold cross validation.

cost
coefficient

FN
(cross validation)

FP
(cross validation)

TP
(cross validation)

0.01 86 1 16
0.1 85 1 17
1 84 1 18
10 83 2 19
40 82 2 20

led to a reduction of false positives, whereas contrary a higher cost coefficient
increased the number of true positives.

Next, a polynomial kernel of degree 2 is evaluated, to determine if a more
complicated model can help to better model the data set (see results in Table
5.12).

Unfortunately this does not improve classification at all. Although the
number of true positives is generally increased, but this comes at a cost of a
drastic increase in the number of false positives. As specificity is the main
goal of the classification, polynomial kernels are not appropriate to classify
the data set at hand. Again a correlation between cost coefficient, number of
true positives and number of false positives could be observed, as had been
observed earlier in the cross validation of the linear kernel. Probably the
poor performance of polynomial kernels is due to overfitting, which indicates
that polynomial kernels are too powerful and can not achieve generalisation.

95



Table 5.12 – SVM performance for different cost coefficients when using
a polynomial kernel of degree two. False Negatives (FN), False Positives
(FP) and True Positives were measured by ten fold cross validation.

cost
coefficient

FN
(cross validation)

FP
(cross validation)

TP
(cross validation)

0.01 85 3 17
0.1 79 4 23
1 78 5 24
10 82 10 20
40 76 16 26

5.4.4 Parameter selection

Another method to improve classification performance is to reduce the set
of features in the training set. Here “backward elimination” - a technique
from regression [55] - was applied to evaluate if this can improve the classi-
fication. Therefore each of the 21 features in the training set was eliminated
individually and the classifiers performance was determined again using the
ten fold cross validation with a linear kernel and a cost coefficient of one.

All models led to exactly the same performance (TP=18, FP=2, FN=84)
which is equivalent to an accuracy of 95.4% at a sensitivity of 17.6% and
a specificity of 99.89% (FDR=10%). Because feature elimination of single
features in the training set could not improve the classifiers performance, the
approach was not pursued further.

5.4.5 Application to proteomes of model organisms

The SVM classification offers the possibility to predict if a protein binds to
nucleic acid, solely based on the amino acid sequence of any given protein.
This allows to apply the classifier to complete proteomes, i.e. the amino acid
sequences of all the proteins known in a given organism. In this section this
capability is examined on multiple model organisms.

Applying the classifier to model organisms produces a substantial num-
ber of additional predictions for NABPs, not only in the human proteome
but also in mouse, rat, fly, E. coli, and yeast proteomes (see Table 5.13).
Many predicted proteins that are not annotated as nucleic acid binding in
GO turned out to be yet uncharacterised proteins and, as judged on the
proportion of known NABPs, the performance is not limited by evolutionary
distance.

Surprisingly, also ribosomal proteins were predicted which so far lack the
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Table 5.13 – Prediction of NABPs in several model organisms by the SVM
classifier. Proteins=size of the proteome in SwissProt, known=proteins
annotated as nucleic acid binding (GO:0003676), pred=number of proteins
predicted to be nucleic acid binding by the SVM, new=proteins not yet
annotated as nucleic acid binding a, ribo=ribosomal proteins b, ZNF=zinc
finger proteins a,b, unch.=uncharacterised proteins a,b

a=subset of the new predicted NABPs (column new)
b=inferred by description

Species Proteins known pred. new ribo. ZNF unch.
Homo sap. 20256 3209 257 96 23 1 28
Mus musc. 16401 2346 160 80 44 1 4
Rattus nor. 7660 839 108 59 40 0 1
Drosophila m. 3131 653 53 40 29 0 1
S. cerevisiae 6620 1100 122 104 37 0 54
E. coli 4430 733 31 20 9 0 7

corresponding annotation in Gene Ontology. As ribosomal proteins usually
are well studied we wondered whether the annotation or the prediction is
correct. Considering the latest ribosome structures of E. coli (for which in
contrast to other model organisms many experimental structures are avail-
able), we found that all the predicted and not annotated proteins that were
present in these structures (rpsU, rpsN, rpmI, rpmJ, rpmB and rpmD) were
within a distance of 3 Angstrom to ribosomal RNA, comparable to the other
ribosomal proteins that are annotated as nucleic acid binding (see Tables
5.14 & 5.15 for distances between individual proteins and nucleic aids in the
structure). This indicates that the identified proteins also are in close contact
to ribosomal RNA and thereby supports the predictions of the classifier.
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Table 5.14 – Distance between the proteins (rows) of the small ribosomal
subunit in E. coli and nucleic acids (columns) in PDB structure 3R8N.
Proteins in bold font are proteins predicted to be nucleic acid binding by
the SVM and not annotated as such.

name (chain)
16S rRNA (A) tRNA (V) mRNA (X)

name (chain)
rpsU (U) 2,35 27,38 2,83
rpsN (N) 2,38 27,31 33,50
rpsJ (J) 2,56 18,55 25,14
rpsK (K) 2,33 18,60 3,36
rpsL (L) 2,32 24,73 10,60
rpsM (M) 2,34 4,69 29,27
rpsO (O) 2,39 55,98 34,62
rpsP (P) 2,33 85,11 71,61
rpsQ (Q) 2,48 61,80 50,89
rpsR (R) 2,29 48,66 8,51
rpsS (S) 2,38 17,67 37,68
rpsB (B) 2,56 46,60 21,46
rpsT (T) 2,26 95,04 82,13
rpsC (C) 2,49 22,54 18,53
rpsD (D) 2,29 46,71 38,19
rpsE (E) 2,32 16,01 14,90
rpsF (F) 2,52 56,97 27,08
rpsG (G) 2,30 14,16 2,99
rpsH (H) 2,42 62,19 44,03
rpsI (I) 2,36 2,44 13,68
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Table 5.15 – Distance between the proteins (rows) of the large ribosomal
subunit in E. coli and nucleic acids (columns) in PDB structure 3R8S.
Proteins in bold font are proteins predicted to be nucleic acid binding by
the SVM and not annotated as such.

name (chain)
23S rRNA (A) 5S rRNA (B)

name (chain)
rpmI (3) 2,40 32,32
rpmJ (4) 2,54 19,75
rpmB (X) 2,27 59,94
rpmD (Z) 2,51 3,33
rplM (J) 2,38 24,61
rplN (K) 2,41 50,45
rplO (L) 2,17 34,69
rplP (M) 2,48 3,06
rplQ (N) 2,41 68,86
rplR (O) 2,29 2,30
rplS (P) 2,34 81,65
rplT (Q) 2,19 23,46
rplU (R) 2,68 25,79
rplV (S) 2,47 60,95
rplW (T) 2,51 81,35
rplX (U) 2,41 94,49
rplY (V) 2,73 2,42
rpmA (W) 2,52 2,98
rpmC (Y) 2,70 113,04
rpmF (0) 2,49 43,64
rpmG (1) 2,45 15,89
rpmH (2) 2,32 73,15
rplB (C) 2,16 54,98
rplC (D) 2,30 31,88
rplD (E) 2,50 49,25
rplE (F) 2,24 2,42
rplF (G) 2,49 27,05
rplI (H) 3,01 86,89
rplK (I) 2,29 48,34
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Chapter 6

Conclusion and Discussion

This work has demonstrated the viability of state-of-the-art MS technology
to screen protein-nucleic acid interactions. Although only a limited number
of nucleic acid baits were screened here, a substantial fraction of known
human NABPs were recovered in this study. In addition, a significant number
of proteins not previously described as nucleic acid binding were detected.
These findings are consistent with recent studies which indicate that only a
subset of all NABPs are currently known [17], even in well studied organisms.

Among the set of novel proteins a nuclease domain in the uncharacterised
protein C20orf72 was identified. Furthermore, enrichment analysis allowed
for nucleic acid binding function to be proposed for several known protein
domains.

Based on the experimental data set, a classification of NABPs in groups
specific to nucleic acid sub-categories was established. To generate this classi-
fication, parametric- and non-parametric statistical methods were evaluated.
Although parametric methods are known to provide some robustness to vi-
olation of the underlying assumptions, non-parametric methods turned out
to achieve better performance. This allowed the specificities for 174 pro-
teins in the experimental data set to be proposed. Some of these specificities
were validated experimentally, or by comparison to publicly available an-
notation. This approach can annotate previously uncharacterised proteins,
such as C20orf72 as (A)T-DNA specific, in addition to providing novel in-
sight into well studied proteins like YB-1, for which methylcytosine specific
binding was revealed. This demonstrates the value of system wide studies
to generate unbiased hypothesis as a starting point for subsequent focused
investigation.

Finally, a machine learning predictor was implemented using the deter-
mined classifications. Here, a novel approach was evaluated in which predic-
tions are based on charge properties of the query protein and requires only

100



the amino acid sequence as an input. This makes the method widely appli-
cable. Incorporating extra levels of data, for example protein localisation,
should improve sensitivity of this method, but on the other hand would also
limit general applicability, as this information is only available for a subset
of all proteins. We note, that analysis of proteins based on local charges is
not applicable to all questions arising in sequence analysis, however, if does
provide a powerful simplification when investigating NABPs. Furthermore,
charge profiles can also be computed very efficiently. Application of this clas-
sifier to the human proteome identified 257 NABPs, 96 of which were not
previously annotated as nucleic acid binding. The number of false positives
within these novel predictions should be moderate, as a false discovery rate
of 5% was estimated by cross validation on a training data set.

Interestingly, these novel predictions contain a high number of uncharac-
terised proteins. Application of the predictor in other species did not impair
performance which indicates the general applicability of the approach beyond
human proteins. As a next step, this method could be applied to protein
fragments, potentially allowing the localisation of nucleic acid binding sites
within NABPs.

The experimental approach could be easily extended in multiple direc-
tions. Besides further increasing the number of nucleic acid baits in system
wide studies, also the continuously increasing sensitivity of MS technology
will provide even larger data sets. Involving quantitative MS methods such
as SILAC [89] or iTRAQ [101] should also improve the sensitivity of the
method, as these methods allow the detection of less prominent alterations
in protein abundance compared to semi-quantitative methods used in this
study.

Besides system wide studies, this technology could also be used to ad-
dress focused questions. For example, investigation of sequence alterations
in highly homologous nucleic acid sequences upon NABP binding - e.g. in
the context of sequence specific transcription factor binding. Also, studying
protein complexes interacting with nucleic acid can give interesting insights
as demonstrated for example in the studies of Jean-Philippe Lambert [71, 70].

Overall, the approach presented here has the potential to be a comple-
mentary method for studying the interactions between proteins and nucleic
acids.
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