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Abstract in English

At the turn of the millennium, the rise of network science together with the growing map of
protein-protein interactions – the interactome - have allowed the novel discipline of network
biology and medicine to be founded. Early network medicine studies on the human interactome
successfully demonstrated the concept of disease modularity and thereby the quantification of
disease relationships from the molecular roots. However, the interactome as a map is largely
incomplete, and has failed to capture underlying functional relationships beyond physical inter-
actions. In other words, it only captures one side of the multifaceted biological complexity. More
recent studies have attempted to reconstruct networks from the increasing abundance of high
throughput experimental data to gain additional insights into the system through co-expression,
genetic, pathway, or regulatory networks. Nevertheless, these networks have primarily been con-
sidered separately, and in the context of individual diseases. How to integrate networks derived
from various types of data to elucidate cross-scale biological organization and investigate the
impact of different networks to disease aetiology and mechanisms remained an open question.
This doctoral thesis aims to apply network biology principles to rare disease studies where the
scarcity of relevant data has long hindered the diagnostic and therapeutic efforts. Building on
what we have learned from specific diseases, we develop a general network-based framework to
systematically investigate rare diseases. In particular, mechanisms for how severe genetic defects
affect the various levels of biological organization were elucidated. To this end, we compiled a
multi-layer gene network of over 20 million relationships across various scales, from interactions
at the genetic level to phenotypic similarities, as well as a comprehensive set of over 3700 rare
diseases with known genetic basis. To our knowledge, this represents the first attempt to sys-
tematically map all known rare diseases to a cross-scale network. We demonstrated that this
massive dataset can be leveraged to address several practical and conceptual challenges in rare
disease research, particularly the prioritization of disease causal genes where the framework
developed in this doctoral thesis have shown to outperform previously established methods.
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Zusammenfassung auf Deutsch

Um die Jahrtausendwende hat der Aufstieg der Netzwerkwissenschaft zusammen mit der wach-
senden Karte der Protein-Protein-Interaktionen - dem Interaktom - die Gründung der neuen
Disziplin der Netzwerkbiologie und -medizin ermöglicht. Frühe netzwerkmedizinische Studien
zum menschlichen Interaktom haben das Konzept der Modularität von Krankheiten und damit
die Quantifizierung von Krankheitszusammenhängen von den molekularen Wurzeln her erfolg-
reich demonstriert. Das Interaktom als Karte ist jedoch weitgehend unvollständig und kann,
die zugrunde liegenden funktionellen Beziehungen jenseits der physikalischen Interaktionen nur
unzureichend erfassen. Mit anderen Worten: Es erfasst nur eine Seite der vielschichtigen bi-
ologischen Komplexität. In neueren Studien wurde versucht, aus der zunehmenden Fülle von
experimentellen Hochdurchsatzdaten Netzwerke zu rekonstruieren, um durch Koexpressions-,
Gen-, Signalweg- oder regulatorische Netzwerke zusätzliche Erkenntnisse über das System zu
gewinnen. Dennoch wurden diese Netzwerke in erster Linie separat und im Zusammenhang
mit einzelnen Krankheiten betrachtet. Die Frage, wie Netzwerke, die aus verschiedenen Da-
tentypen abgeleitet wurden, integriert werden können, um die skalenübergreifende biologische
Organisation aufzuklären und die Auswirkungen der verschiedenen Netzwerke auf die Ätiolo-
gie und die Mechanismen von Krankheiten zu untersuchen, blieb offen. Diese Doktorarbeit
zielt darauf ab, die Prinzipien der Netzwerkbiologie auf die Erforschung seltener Krankheiten
anzuwenden, bei denen der Mangel an relevanten Daten lange Zeit die diagnostischen und thera-
peutischen Bemühungen behindert hat. Aufbauend auf den Erkenntnissen über spezifische
Krankheiten entwickeln wir einen allgemeinen, netzwerkbasierten Rahmen für die systemati-
sche Erforschung seltener Krankheiten. Insbesondere wurden die Mechanismen aufgeklärt, wie
sich schwere Gendefekte auf die verschiedenen Ebenen der biologischen Organisation auswirken.
Zu diesem Zweck haben wir ein mehrschichtiges Netzwerk zusammengestellt, das aus über 20
Millionen Genbeziehungen auf verschiedenen Ebenen besteht, von genetischen Interaktionen bis
hin zu phänotypischen Ähnlichkeiten, sowie aus einem umfassenden Satz von über 3700 seltenen
Krankheiten mit bekannter genetischer Grundlage. Nach unserem Kenntnisstand ist dies der
erste Versuch, alle bekannten seltenen Krankheiten systematisch in einem skalenübergreifenden
Netzwerk abzubilden. Wir haben gezeigt, dass dieser riesige Datensatz genutzt werden kann,
um verschiedene praktische und konzeptionelle Herausforderungen in der Forschung zu seltenen
Krankheiten anzugehen, insbesondere die Priorisierung von krankheitsverursachenden Genen,
bei der das in dieser Doktorarbeit entwickelte System nachweislich besser abschneidet als die
bisher etablierten Methoden.
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1
Introduction

The essence of reductionism is the assumption of the dissectible nature of a system, and that
it can be explained in terms of its constituents and their individual direct interactions. For
centuries, scientific research has been conducted and advanced based upon such a reductionist
approach. In an attempt to understand a system, its constituent parts first have to be defined,
and then comprehensively studied, although often in isolation. On the one hand, such an
approach enables the understanding of a phenomenon or system of interest through detailed
inspection of its components. On the other hand, as a system rarely operates in isolation, a
reductionist approach can only yield limited insights to the entire system (van Riel & Van Gulick,
2019). Furthermore, constituents that make up the system are often incomplete, and their
relationships that may give rise to additional, emergent properties are often neglected. Holistic
perspectives were urgently needed to tackle this increasingly apparent challenge (Gallagher et al.,
1999). The science of complexity, a discipline that considers collective behaviours of the system
in its essence, was rapidly advancing throughout the past decades in all domains, from statistical
physics to sociology, and from information theory to economics (Thurner et al., 2018; Auyang,
1998; Newman, 2011).

Modern network theory is at the forefront of the rapid advances of complexity science. Proper-
ties including scale-free power-law degree distribution (Barabasi & Albert, 1999; Barabási, 2009)
and the small-world effect (Watts & Strogatz, 1998) have been observed to be universal in most
real-world systems from the Internet (Albert et al., 1999) to protein-protein interactions (Wag-
ner, 2003). This universality allows methodologies developed in one discipline to be adopted
and applied in the others. These methodologies, combined with comprehensive studies of bio-
logical interactions in health and diseases gave rise to the novel discipline of network biology
(Barabási & Oltvai, 2004) and later network medicine (Barabási et al., 2011). Mapping dis-
ease genes onto a network of physical interactions among proteins (the Interactome) reveals the
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existence of disease modules, i.e., topological neighbourhood where disease genes are strongly
localized (Barabási et al., 2011; Vidal et al., 2011). The identification of disease modules based
on known genes has enabled scientists to look for potential novel genes associated with a disease
or certain molecular functions and quantify disease relationships (Menche et al., 2015). Elegant
mathematical formulation combined with the powerful visualization capability of the networks
have rapidly matured the discipline (Vespignani, 2018). Network-based methodologies and vi-
sualizations have become standard practices in various studies from module detection in cancer
(Leiserson et al., 2015; Wang et al., 2015), identifying molecular aetiology in asthma (Sharma
et al., 2015), neurological (Stam, 2014; Li et al., 2017), and immunological diseases (Rieck-
mann et al., 2017). Beyond disease contexts, further applications such as gene-drug interactions
(Guney et al., 2016; Subramanian et al., 2017; Keenan et al., 2017; Caldera et al., 2019) have
also been explored. The explosion of network medicine unprecedentedly shifted our perception
of biological systems to a holistic view.

Despite the success of high-throughput technologies, linking genotypes to phenotypes for com-
plex diseases remains a challenging task that requires both further implementation of technology
and thorough study design to yield sufficient statistical power and the dissection of genetic and
environmental factors of the diseases (Visscher et al., 2012; Boyle et al., 2017; McCarthy & Bir-
ney, 2021). In comparison, rare diseases are often early onset and characterized by much clearer
genotype-phenotype relationships. This makes them ideal models to establish general principles
to understand disease causality. Studies incorporated the protein-protein interaction networks
in patient gene prioritization (Köhler et al., 2008; Smedley et al., 2015), as well as construct-
ing tissue-specific interactome in an attempt to understand mechanistic processes of disease
development (Kitsak et al., 2016; Luck et al., 2020). However, despite advances in sequencing
technologies, the proportion of undiagnosed rare disease patients remain high, let alone the rate
of patients with successful treatments (Graessner et al., 2021). Efficient tools to integrate scarce
information of rare diseases into actionable insights remain urgently needed.

This chapter aims to introduce four major concepts central to this doctoral thesis: (i) network
medicine - this section is accompanied by a comprehensive book chapter that I co-authored
on the historical and current methodologies, along with future prospects of the discipline; (ii)
the interactome as the first and most studied biological networks in the context of diseases as
well as its strengths and limitations. This section is accompanied by a scholarly review that I
co-authored; (iii) the network-based data integration to capture the multifaceted complexity of
biological systems; Lastly, (iv) rare diseases as a perfect opportunity to apply state-of-the-art
network data and methodologies to overcome its bottlenecks in both therapeutic and diagnostic
settings.
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1.1 Network medicine

BOOK CHAPTER

Pisanu Buphamalai*, Michael Caldera*, Felix Muller, and Jörg Menche

Published in Analyzing Network Data in Biology and Medicine: An Interdisciplinary Text-
book for Biological, Medical and Computational Scientists, edited by Nataša Pržulj, 414–58.
Cambridge University Press, 2019
DOI: 10.1017/9781108377706

* Authors contributed equally

c⃝ 2019, Cambridge University Press
Reprinted with permission.

The book chapter introduces various aspects of the emerging field of network medicine, where
fundamental ideas and principles in this doctoral thesis were built upon. The book chapter
is organized as follows. First, it introduces different types of interactions which gives rise to
biological organization across scales, e.g., from gene regulatory and protein-protein interaction
networks at the molecular scale to the social networks at the population scale. Second, methods
for extraction of relationships to construct network are outlined. This process is subject to avail-
able data types where respective biological scales are represented. For example, co-expression
networks derived from gene expression data are constructed by means of correlation, while path-
way and disease networks derived from annotation data are constructed by means of bi-partite
association. Furthermore, the book chapter outlines key quantification of network characteristics
including the measurement of localization, distances, and randomization. Network construction
and quantification measurements presented in this book chapter have been fundamental to the
methods and findings in this thesis.



10 Network Medicine
Pisanu Buphamalai∗, Michael Caldera∗, Felix Müller,
and Jörg Menche

10.1 Introduction
Since the publication of the first draft of the human genome less than two decades ago
[1, 2], rapid technological progress has revolutionized biomedical research. Thanks
to a diverse array of “omics” technologies (e.g., genome sequencing, transcriptome
mapping, proteomics, metabolomics, and others), we can now quantify both healthy
and disease states at molecular resolution. At the same time, it has become clear
that the detailed characterization of the individual molecular components alone
(genes, proteins, metabolites, etc.) does not suffice to truly understand the nature
of (patho-) physiological states and how to modulate them. Indeed, biomolecules
do not act in isolation, but within an intricate and tightly coordinated machin-
ery of complex interactions, such as protein–protein, gene regulatory, or signaling
interactions. Network medicine is an emerging field that aims to apply tools and
concepts from network theory to elucidate this machinery. Network approaches have
helped unravel the molecular mechanisms of a broad range of diseases, from rare
Mendelian disorders [3], cancer [4] or metabolic diseases [5], to basic attack strategies
of viruses [6], to name but a few examples. While the molecular networks that
underly biological processes may be the most natural candidate for applying network
concepts in biomedical research, they are certainly not the only one. Networks are
used across the full spectrum of medicine, from biomarker [7] to drug discovery [8],
from the spread of obesity [9] to global outbreaks of infectious diseases [10], and
from characterizing the relationships among diseases [11] to those among physicians
within the health care system [12].

This chapter aims to give a general introduction to the dynamic field of network
medicine. We start with a broad overview of major network types that are relevant to
medicine. We then discuss with more detail the cellular network of molecular interac-
tions among proteins and other biomolecules, the perhaps most widely used network
in biomedical research. In the last section, we introduce disease module analysis, an
important application of network tools to elucidate the molecular mechanisms of a
particular disease.

*equal contribution
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10.2 Networks in Medicine

10.2.1 Overview

One can distinguish three basic network types that cover different disease-relevant
relationships: (i) Molecular networks describing the relationships between the molec-
ular constituents of living organisms, for example, maps of all protein–protein interac-
tions or metabolic reactions in a cell. The observation that such molecular maps share
certain universal topological features with vastly different systems, e.g., the World
Wide Web, collaboration networks, power grids, and many others, was instrumental
for the development of network science. Today, it seems almost trivial that networks
provide the most natural way of describing and analyzing the large-scale organiza-
tion of biomolecules and their interactions. (ii) Disease networks are a powerful tool
to investigate the diverse relationships between diseases. For example, two diseases
can be linked if they share genetic associations or if they have similar clinical man-
ifestations. In contrast to molecular networks, in which links often represent direct
physical interactions, disease–disease networks represent more abstract relationships.
They therefore serve as beautiful examples for the power of networks as a general
tool for the analysis, integration, and intuitive visualization of large and complex
data. (iii) Population-scale networks, i.e., networks describing the complex interac-
tions among humans have been very successful in modeling and predicting the spread
of contagious diseases, for example, global swine flu or ebola pandemics. These stud-
ies show the enormous potential of networks to serve as a platform for translating
exact analytical results from physics and mathematics and translating them to concrete
applications in medicine. (See Box 10.1.)

10.2.2 Molecular Networks

There are a plethora of molecular networks describing different aspects of the
molecular and cellular organization of living organisms. A broad distinction can
be made between physical and functional interaction networks. Physical interactions
involve actual physical contact between the participating biomolecules, for example,
proteins that assemble in a complex or receptor–ligand binding. Functional interac-
tion, on the other hand, can refer to any kind of biologically relevant relationship.
In co-expression networks, for example, genes are connected if their expression
patterns are strongly correlated [13]. In the following we introduce the main types
of molecular networks that are used to elucidate diverse disease mechanisms. Some
of them were introduced in previous chapters, but we also summarize them here for
completeness.

10.2.2.1 Protein–Protein Interaction Networks
Many molecular processes within a cell are performed by molecular machines con-
sisting of a large number of protein components organized by their protein–protein
interactions (PPIs). PPIs result from biochemical events steered by electrostatic forces
leading to physical contacts of high specificity between two or more proteins [14]. Per-
turbed PPIs are involved in the pathobiology of many diseases, ranging from diabetes
and obesity to Crohn’s disease or cancer [15]. In analogy to the “genome” representing
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Box 10.1: Networks in medicine
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The diverse networks that are studied in network medicine reflect the
different levels of organization that are relevant to human disease. From the
molecular level, e.g., networks of interacting biomolecules that form the
basis of all cellular processes, to the level of social interactions that are
involved in the transmission of infectious diseases. Depending on the
particular system, different network types are used for their description.
Undirected and unweighted networks represent the most basic network
type. More complex types may include a link directionality, link weights or
use different types of nodes, for example in bipartite networks.

the collection of all genes in an organism, the collection of all molecular interactions
is often referred to as the “interactome.” The interactome can be represented by a
network in which the nodes are proteins and the edges correspond to physical inter-
action between them. Over the last decade, significant experimental efforts have been
made to map out the complete human interactome. High-throughput techniques such
as yeast two-hybrid (Y2H) and immunoprecipitation linked to mass spectrometry
are capable of mapping thousands of interactions in parallel (see Box 10.2). There
has also been substantial work in curating interactions that were identified in small-
scale experiments, as well as using computational tools to predict interactions [15].
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Box 10.2: Mapping the human interactome
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There are two major high-throughput techniques for the identification of
protein interactions:

Yeast two-hybrid: (1) the system uses a protein consisting of a DNA binding
domain (BD) and an activation domain (AD) that is responsible for
activating transcription of DNA. (2) In Y2H, the two domains are separated
and fused to proteins whose interaction is investigated. The BD is fused to
the so-called bait, the AD to the prey. (3) Upon interaction between the two
proteins of interest, the AD comes in close proximity to the reporter gene and
the transcription leads to a signal.

Co-immunoprecipitation coupled to mass spectrometry: (1) In a first step, a
target (bait) protein-specific antibody is immobilized on beads (e.g., agarose).
(2) When the cell lysate is added, the antibody will specifically bind the
target protein and indirectly capture proteins (prey) that are capable of
binding to it. (3) After washing away unbound proteins, (4) the proteins of
interest are eluted and analyzed using mass spectrometry. In short, the
sample (the proteins) is first ionized and fragmented into smaller molecules,
e.g., amino acids and peptides. Their mass-to-charge ratios can then be
determined by accelerating the ions and subjecting them to an electric
and/or magnetic field. Finally, the proteins in the sample can be identified
by comparing with databases of known masses and characteristic
fragmentation patterns.

Despite these promising first steps, our knowledge of the human interactome map
remains far from complete, estimates indicate that only 10–30% of the full interac-
tome has been revealed currently [16]. Nevertheless, interactome-based studies have
contributed substantially to our understanding of biological processes both in home-
ostasis and in disease states, see Section 10.3.
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10.2.2.2 Metabolic Networks
Metabolism (from Greek for “change”) refers to the sum of all processes
that are involved in assembling and disassembling the basic building blocks of cells,
in particular the biochemical reactions for energy conversion. Traditionally, these
reactions have been organized into specific pathways, for example the tricarboxylic
acid (TCA) cycle, which corresponds to the sequence of chemical reactions in the
cell that produces energy (also known as citric acid – or Krebs cycle, named after
Hans Krebs, a Nobel Laureate in 1953). Metabolic networks represent collections
of such pathways that connect chemical compounds (metabolites), biochemical
reactions, enzymes, and genes. The relationships between the individual components
of a given metabolic system can be inferred using comparative genomics combined
with metabolomic data [17]. Metabolic networks are the most complete among the
different biological networks, i.e., they reflect a near exhaustive knowledge of the
involved biochemical processes [18]. They are available for a wide range of species
and can be accessed through databases such as the Kyoto Encyclopedia of Genes and
Genomes (KEGG) [19] or Reactome [20]. The currently most comprehensive human
metabolic network, Recon 2.2 [21], includes 5,324 metabolites, 7,785 reactions, and
1,675 associated genes. Such metabolic networks do not only offer deep insights into
the basic machinery of cells, but can also be used for in silico simulations to study how
different parameters (e.g., metabolite concentrations) affect local and global properties
of the biochemical network. The two most commonly used methods employ either
(1) deterministic approaches (e.g., systems of ordinary differential equations) or (2)
stochastic models (e.g., effect probabilities upon network perturbation) [22]. Metabolic
network analyses can yield profound insights into the evolutionary emergence of
complex life forms [23, 24], help understand the molecular mechanisms that drive the
response to vaccination [25], or elucidate the interplay between metabolism and gene
regulation [26]. (See Box 10.3.)

10.2.2.3 Regulatory Networks
Regulatory networks describe the complex machinery of genes and their correspond-
ing proteins and RNAs, as well as the interactions between them that control the
level of gene expression across the genome under specific conditions. Of particular
importance for expression regulation are transcription factors (TFs), i.e., DNA-binding
proteins that modulate the first step in gene expression [27]. In the most common
representation of regulatory networks, nodes correspond to genes and links to the reg-
ulation of the expression of one gene by the product of the other. The links are typically
directed and have either an activating (i.e., an increase in the concentration of one leads
to an increase in the expression of the other) or inhibitory effect (increase in the concen-
tration of one leads to decrease in the other) [28, 29]. Several experimental techniques
exist to create large-scale data for building genome-wide regulatory networks, such as
Chromatin-Immunoprecipitation Chip (ChIP-on-chip) [30] and ChIP-Sequencing [31].
Comprehensive databases include the Universal Protein Binding Microarray Resource
for Oligonucleotide Binding Evaluation (UniPROBE) [32] or JASPAR [33].

Gene regulatory networks provide powerful tools to identify key transcription
factors that control cell fate, for example in early blood development [34, 35].
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Box 10.3: Metabolic and regulatory networks

Transcription factor

Gene/Protein

Activating interaction

Inhibiting interaction

Metabolite

Chemical reaction

Pathways

Gene regulatory networkMetabolic network

Metabolic networks describe the conversion/transformation of chemicals
(metabolites) within a cell, organ, or whole organism. The nodes represent
specific molecules while the edges describe the chemical reactions that take
place between the nodes. Often these reactions are catalyzed by enzymes.
Specific routes/compartments that are known to perform a particular
function are called pathways.

Gene regulatory networks consist of genes that regulate each other. Often
these genes are transcription factors that are capable of binding to DNA. The
type of interactions can be either positive leading to an increase of protein
concentration of the regulated gene, or negative, which leads to a decrease in
protein concentration.

They can also be used to interpret variants identified in genome-wide association
studies (GWAS), as they often perturb regulatory modules that are highly specific to
disease-relevant cell types or tissues [36]. Lastly, gene regulatory networks also shed
light on evolutionary conditions and pathways by which new regulatory functions
emerge [37]. (See Box 10.3.)

10.2.2.4 Co-Expression Networks
In co-expression networks, genes are linked if their expression levels are significantly
correlated under different experimental conditions, for example over time, across dif-
ferent tissues or cell types, or across a patient population (see Box 10.4 for an overview
of the construction process) [13, 39]. In contrast to regulatory networks, co-expression
networks do not offer an immediate causal relationship between genes. They can be
used, however, to identify groups of genes that are more broadly functionally related,
for example, controlled by the same transcriptional regulatory program, or members
of the same pathway or protein complex [40]. Network analyses have been used to
identify commonly affected pathways in heterogeneous diseases like autism spectrum
disorder [41] or inflammatory bowel disease [42], predict causal GWAS genes associ-
ated with bone mineral density [43], or help explain the mechanism of breast cancer
development [44].
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Box 10.4: Co-expression networks
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Construction of a co-expression network: Creating a co-expression network
requires gene expression data over several conditions, for example different
treatments, across several tissues or patients. For each gene pair one can then
calculate a correlation coefficient for their respective expression values across
the different conditions, resulting in a correlation matrix. Extracting
biologically meaningful correlations can be quite challenging, as true signals
are often masked by noise that can arise, for example, from experimental
confounding factors, batch effects, or sample heterogeneity. A widely used
alternative to somewhat arbitrary global thresholds preserves the continuous
nature of correlation scores and instead applies soft thresholding to identify
network subclusters [13]. With recent large-scale resources, such as
GTEx [38], noise from sample heterogeneity can be reduced and
co-expression networks can be constructed in a tissue-specific manner, thus
providing deeper and more robust insights onto the regulatory system in
diseases.

10.2.2.5 Genetic Interactions
Two genes are linked by a genetic interaction if the effect of a simultaneous alter-
ation (e.g., a mutation or the complete knock-down) of both genes differs from the
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Box 10.5: Genetic interactions
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Genetic interactions occur when the phenotype of two combined mutations
differs significantly from the expectation based on the individual mutations.
These interactions can be either positive (combined effect stronger than
expected) or negative (combined effect weaker). The two most extreme
outcomes are called “synthetic lethality” and “synthetic viability.” In
synthetic lethality the two individual mutations often occur in two
independent, yet redundant pathways, so that the loss of one can be
compensated for by the second. Only when targeting both pathways the
systems fails. In synthetic viability the mutation in one pathway often leads
to a toxic gene product. Only by also affecting another pathway the
production of this toxic product is stopped and the resulting phenotype is
again viable.

expectation based on the individual alterations [45] (see Box 10.5). The most extreme
negative genetic interaction, often called “synthetic lethality,” occurs when the
simultaneous mutation of two genes is lethal, while individually both mutations are
viable. Conversely, the most extreme positive genetic interaction (“synthetic viability”)
occurs, when a combination of two mutations is viable, while both individual
mutations are lethal. Genetic interactions imply a functional relationship between
the two genes, for example involvement in a common biological process or pathway,
or conversely involvement in compensatory pathways with unrelated apparent func-
tion [46]. Hence, genetic interactions are an effective tool for biological discovery, e.g.,
for dissecting signaling pathways. They may also explain a considerable component
of undiscovered genetic associations with human diseases and might help identify
potential therapeutic targets. Over the last decade, genetic interactions have been
investigated using mainly synthetic genetic array technology and RNA interference in
yeast and Caenorhabditis elegans. A recent yeast based high-throughput screen [47], for
example, tested all pairwise combinations of 6, 000 genes resulting in almost 1 million
interactions. Such maps can be used to study the large-scale organization of functions



422 B U P H A M A L A I , C A L D E R A , MÜ L L E R , M E N C H E

in a cell [47], identify the hierarchical organization of specific biological processes [48],
or generate hypotheses on the function of uncharacterized genes [49].

10.2.3 Disease Networks

Disease networks are a powerful framework for systematically investigating the
diverse relationships among diseases. Such relationships exist on the molecular
level (e.g., common genetic origin), on the phenotypic level (e.g., similar clinical
manifestations) and on the population level (e.g., frequent co-occurrence in patients).
A first comprehensive map of the human “diseaseome” was presented in [11], where
1,377 diseases were linked by shared genetic associations reported in the OMIM
database [50] (see Box 10.6). The resulting network showed clearly that diseases can
rarely be viewed as isolated quantities, each with a distinct genetic origin, but fall
into highly connected clusters of disease groups with overlapping molecular roots.
It was also found that diseases that are more central within the disease network
tend to be more prevalent and have higher mortality rates [51]. The genetic overlap

Box 10.6: Disease networks
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Disease networks in which diseases are linked if they share a genetic
association are based on gene–disease association data that can be
represented as a bipartite network (middle panel). This bipartite network can
then be projected either onto the diseases, resulting in a disease–disease
network (left) or onto a gene–gene network, in which links represent a
common disease association.
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among diseases also extends towards physical interactions among the respective gene
products, as well as similar gene expression profiles.

Similar results were obtained in a disease network in which diseases were linked
by the similarity of their clinical manifestations [52] that were extracted from a large-
scale screen of the biomedical literature and the annotated Medical Subject Headings
(MeSH) metadata [53]. Confirming the strong correlation between the similarity of
the symptoms of two diseases, the number of shared genetic associations and the
extent to which their corresponding proteins interact, the study further revealed that
the diversity of the clinical manifestations of a disease can be related to the degree
of localization of the associated genes on the underlying protein interaction network.
More detailed analyses that compared disease networks of different disease classes
(e.g., complex diseases, Mendelian diseases, or cancer) and protein interaction net-
works identified interesting differences between diseases with different inheritance
modes [54, 55, 56].

Networks can also be used to study comorbidity, i.e., the tendency of certain dis-
eases to co-occur in the same patient. A disease network extracted from over 30 million
patient records revealed that disease progression patterns of individual patients can
be related to topological properties of the respective diseases within the co-morbidity
network, for example, peripheral diseases tend to precede more central diseases [57].
These central, highly connected diseases are in turn associated with a higher mortality
rate. More recently, differences in disease progression patterns that are related to
age and sex have been characterized [58]. Co-morbidity networks have been used to
address a wide range of further biomedical challenges, from drug repurposing [59]
to the identification of potential drug side-effects [60], from biomarker identifica-
tion [61] to approaches how to disentangle genetic and environmental factors of
diseases [62].

10.2.4 Social Networks

A third important application of networks in medicine addresses the spread of conta-
gious diseases, such as viral or bacterial infections (Box 10.7). Mathematical models of
disease spreading go back as far as the year 1760, when Daniel Bernoulli formulated
the first analytical method for quantifying the effectivity of inoculation against small-
pox [64] (see Box 10.8 for an overview of important epidemiological models). Some 240
years later, the rise of complex networks made it possible to add a key ingredient to
such models, namely realistic topologies of the networks on which diseases propagate,
in particular global transportation maps and networks of social interactions [63] (see
Box 10.7). Detailed information on interactions between humans on a local scale and
on worldwide travel patterns is crucial for accurate predictions of the spatio-temporal
spread of infectious diseases. Historically, the mobility of humans was largely confined
by geography, such as rivers or mountains that could not be crossed easily. Such
geographical borders naturally confined the propagation of epidemics. In present day,
however, where both humans and goods can easily and quickly travel worldwide via
air traffic, not even oceans can limit contagions [10]. As a consequence, an infection
that started in a remote rural region may quickly propagate all over the world once
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Box 10.7: Networks of disease spread

Global transportation map

Local contagion map

Global air traffic plays a major role in the spread of epidemic disease across
the world. Locally, infectious diseases, but also personal traits like happiness
or habits like smoking, are transmitted through social interactions. These
interactions can occur, for example at home or at work, which can be
represented as a bipartite network that can be mapped to a person-to-person
network (illustration adapted from [63]).

it has reached an airport, leading to much faster, much wider, and seemingly more
erratic patterns of global epidemics.

10.2.4.1 Transportation Networks
Network-based epidemiological models that incorporate the structure of worldwide
transportation networks can shed light on the complicated propagation patterns
observed in recent pandemic outbreaks, help identify the source of an outbreak, pre-
dict future highly affected areas, or design most effective immunization or prevention
strategies [67, 68]. Examples for recent outbreaks of infectious diseases that were
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studied with the help of network models include the SARS pandemic in 2003 [69],
the H1N1 outbreak in 2009 [70], the ebola crisis of 2015, or the spread of HIV in the
Philippines [71].

Like many other real world networks, air-traffic networks have been found to be
approximately scale free [72]. Scale-free networks are therefore the prime model for
analytical studies of epidemic outbreaks and for the analysis of real data from past
and current epidemics [73]. Important global properties of a pandemic are directly
linked to the structure of the underlying networks. For example, the characteristic
(super-) hubs of scale-free networks can often be identified with large airports that
play an important role in the spread of a disease, both through the large number of
people gathering at such airports and through the large number of destinations that
they serve. Indeed, scale-free networks are generally more prone to global infections
than more regular network structures that do not exhibit the “small word effect.”
The critical spreading rate at which an infection is likely to propagate through the
entire network is given by the ratio between the average degree and its variance. In
large scale-free networks with degree distribution P(k) ∼ k−γ, the variance goes to
infinity for power coefficients γ < 3. The critical spreading drops to zero in this case,
meaning that a local infection is likely to become global, even for small infection
rates [74].

10.2.4.2 Social Contagion
Approaches used to elucidate large-scale properties of infectious disease outbreaks
can also be used to study the dynamics of social interactions, such as the spread
of ideas, attitudes, and behaviors [75]. Reflecting the complexity of social rela-
tionships, links in social networks may represent, for example, friendship, family
relationships, common work-place, shared political preferences, and many more.
Collectively, these relationships not only define and shape our social relationships,
but may also have concrete medical impact as shown in a seminal work on the spread
of obesity [9]: The authors quantified how changes in body-mass index correlated
among members of a social network of friends and family. Surprisingly, they found
that obesity preferentially spreads through close social relationships. This effect is
strong between men and between women, but almost negligible between man and
woman. Similar studies were carried out to dissect the social component of starting
to smoke [76] or of general happiness in life [77]. The results suggest that people
surrounded by many happy people and those who are central in the network are
more likely to become happy in the future. This effect was not observed among
co-workers [77].

Recently there have also been efforts to combine global disease dynamics of trans-
portation networks with contagion occurring on social networks. Multiplex or mul-
tilayer networks provide the analytical platform for combining several networks [78,
79, 80]. In such multilayer networks, different types of contact (at work, in the super-
market, at the airport) can be represented by distinct layers. It has been shown that the
epidemic threshold is determined by the largest eigenvalue of the contact probability
matrices of the different layers [78]. A powerful tool to study the full dynamics of
spreading phenomena on networks, both simple or multilayered, are reaction diffu-
sion processes [81].
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Box 10.8: Basic mathematical models of disease spread
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Classical epidemic models aim to determine the fraction of a population
affected by a contagious disease over time. Most models represent the
disease-status of an individual by one of three basic states [65]:

The susceptible (S) state, in which an individual can contract a disease. The
infected (I) state, in which the individual carries the disease and can
transmit it. The recovered (R) state, in which an individual is immune to
repeated infections. More advanced models may also include further states,
such as the exposed (E) state, in which an individual is already infected, but
cannot yet transmit the disease. The microscopic dynamics of
epidemiological models is given by transitions between the different states,
macroscopic properties emerge from the interaction of many individuals.
The most widely studied models are the following:

The SIS model, in which the recovery of a disease does not convey
immunization, but renders an individual susceptible again, for example the
common cold. The dynamics of the system are completely determined by the
two rates of infection λ and recovery γ , respectively.

In the SIR model [66] susceptible individuals become infected with rate
λ and recover with rate γ . This system exhibits an epidemic threshold α = λ

γ ,
such that for α ≤ 1 a disease will die out in the long run, whereas for α > 1 it
will persist in the population.

The SIRS model contains an additional temporary immunity state, so
that recovered individuals become susceptible again with rate µ. The impact
of the incubation periods can be modeled by adding an exposed state (E), in
which an individual has been infected, but is not yet infectious.

In network-based generalizations of these models, the individuals are
identified with nodes and diseases spread along the connections of the
network. In the simplest case this can be done by substituting the infection
rate λ with a degree-dependent rate λ = λ(k), so that the likelihood of
becoming infected grows with the number of infected neighbors.
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10.3 Interactome Analysis
As we have seen above, there exists a great variety of molecular interaction networks
that can yield important insights into disease mechanisms. In the following, we will
focus on “interactome networks” containing only physical interactions. The basic tools
and concepts apply readily to other types of networks, however.

10.3.1 Interactome Construction

A large number of publicly available databases provide comprehensive collections
of interactions between proteins and other relevant biomolecules (e.g. protein–DNA,
protein–RNA, enzyme–metabolite interactions) in human, but also in other species,
see [82] for a compendium of available resources. Among the most comprehensive,
actively maintained and widely used databases are STRING [83], BioGRID [84], and
MIntACT [85]. Note that they may also contain interactions that are not strictly physi-
cal, for example co-expression or other types of functional relationships among genes
and their products. A well curated collection of only physical interactions has recently
been published in the HIPPIE database [86]. Each interaction in HIPPIE is annotated
with the original publication(s), details on the experimental protocol and an aggre-
gated confidentiality score, thus allowing the user to adapt the final interactome net-
work to specific requirements and preferences.

Generally, one can distinguish between three main sources of PPIs: (1) interac-
tions curated from the scientific literature and typically derived from small-scale
experiments, for example using co-immunoprecipitation, X-ray crystallography, or
nuclear magnetic resonance. (2) Interactions from systematic, proteome-scale map-
ping efforts. The two main techniques are yeast two-hybrid (Y2H) assays [87] and
binding affinity purifications coupled to mass spectrometry (MS) [88, 89], which pro-
duce rather different, yet complementary results (see Box 10.2). Y2H can map out
precise, binary protein interactions, yet without biological context. It is not guaranteed,
for example, that an experimentally observed interaction is biologically relevant, or
whether the two respective proteins are in fact never expressed at the same time in the
same cell. Co-complexes observed in MS experiments, on the other hand, are derived
from a specific biological sample, yet are more difficult to translate into precise pair-
wise interactions [14]. (3) Interactions from computational predictions, for example
based on protein structure [90] or other genomic data [91]. All three sources of PPIs
have strengths and limitations in terms of comprehensiveness, noise and biases [92],
such as biases in the selection of protein pairs [93] or experimental biases, for example
towards highly expressed genes [87].

10.3.2 Basic Interactome Properties

Figure 10.1 gives a visual impression of a manually curated interactome from [16]
and summarizes its global topological properties. In total, it contains 13, 460 proteins
connected via 141, 296 physical interactions, so on average each protein has about 21
interaction partners. Characteristic not only to this, but also to many other complex
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Figure 10.1: (a) A global picture of the interactome (original data curated by [16], figure
adapted from [94]). The network consists of 13,460 proteins and 141,296 interactions that
have been collected from different sources with various kinds of physical interactions,
including binary interactions from systematic yeast two-hybrid screens, protein complexes,
kinase-substrate pairs and others. (b) The overall topology is characterized by a highly
heterogeneous degree distribution that follows approximately a power-law. (c) Other
important structural properties of the interactome.

networks, is the high heterogenity among the degrees of the nodes, i.e., in the number
of connections they have to other nodes differs widely (see Box 10.9 for an overview
of important terms in network science). While the vast majority of proteins have only
few neighbors (more than 2, 000 have only a single link), there is also a considerable
number of nodes with hundreds of connections, such as GRB2 (degree k = 872),
YWHAZ (k = 502) and TP53 (k = 450), so-called “hubs.” The histogram of all nodes’
degrees shows “scale-free” properties,

1
i.e., P(k) follows approximately a power-law

P(k) ∼ k−γ . As laid out in more detail in Chapter 3, the broad degree distribution and,
as a consequence, the presence of hubs have a profound impact on many network
properties. Hubs serve as shortcuts that connect distinct parts of the network, resulting
in a network property often referred to as the “small word effect” [96] (in some cases of
scale-free networks even “ultra-small” [97]). In the interactome, for example, it takes
on average less than four steps (〈d〉 = 3.6) to reach any other protein from any given
starting point. This high degree of connectedness is also associated with a remark-
able resilience of the overall network structure against random failure of individual
nodes and/or edges. Scale-free networks can maintain global connectedness even
upon removal of a considerable fraction of nodes and edges [98, 99, 100, 101]. The
flipside of this robustness towards random failure, however, is a particular vulnera-
bility towards targeted attack against the hubs [102]. For the interactome, for example,

1
How accurately this and other networks can be described by a power-law is subject to some debate,
see [95] for a thorough discussion. For our purposes, however, the precise mathematical nature of
the degree distribution plays only a secondary role.
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Box 10.9: Basic topological characteristics of networks
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• The degree of a node is the number its direct neighbors. The degree
distribution across all nodes is an important global network
characteristic.

• Scale free networks are characterized by a degree distribution that
follows a power law: While most nodes have few neighbors, there are
also a few highly connected hubs with a large number of neighbors.

• A path between two nodes is a sequence of links connecting the two. The
minimum number of links needed to connect the two is called shortest
path length and represents their network distance.

• Centrality measures quantify the topological importance of a node within
the network. There are different types of centrality measures, the
betweenness centrality, for example, quantifies how many shortest paths
of the full network cross through a certain node.

• Clustering describes a tendency observed in many biological (and other)
networks that two neighbors of a node are often also connected to each
other, thus forming a triangle.

• Motifs are small recurrent subgraphs in a network that occur particularly
frequently.

• Network communities are groups of tightly interconnected nodes that
have more connections among themselves than to the rest of the network.

the removal of ∼ 30% of the most highly connected nodes is sufficient to completely
destroy the network, leaving only disconnected fragments.

10.3.3 Interactome Topology and Biological Function

The degree of connectedness of a protein is directly related to its biological importance:
As first shown for the yeast Saccharomyces cerevisiae [103], and later confirmed also in
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human cell lines [49], the products of essential genes, i.e., genes that are critical for the
survival of an organism, tend to have a high number of interaction partners and take
on central positions in the interactome. In contrast, genes whose loss of function can
be more easily compensated for tend to have fewer interactions and are situated at the
periphery of the interactome.

Interactome networks have also important structural features that go beyond the
degree (or other measures of centrality) of individual nodes: “Network modules,”
i.e. groups of nodes that are densely interconnected among themselves, but sparsely
connected to the rest of the network, can often be identified with proteins that jointly
perform a certain function [104, 105, 106]. This relation between functional similarity
of genes (see ahead to Box 10.14) and their closeness in interactome networks has
also been found for shared pathway membership, co-localization in the same cellular
component or co-expression [87, 89]. The local aggregation of cellular function within
interactome networks represents a fundamental biological organization principle that
forms the basis for many important applications, ranging from the prediction of pro-
tein function to disease gene identification and drug target prioritization.

10.3.4 Diseases in the Interactome

The observation that functionally similar proteins are often densely interconnected
can be generalized also to other relationships among genes, in particular to shared
disease associations. Genes that are implicated in the same disease tend to have more
interactions among each other than expected for completely randomly distributed
genes [107]. Note, however, that this does not necessarily imply particularly densely
interconnected network patterns as those observed for genes involved in the same
function. Indeed, dysfunction is typically distributed among several, often only loosely
connected functional modules within the interactome [108]. A systematic study on
∼ 300 complex diseases showed that currently available interactome networks offer
sufficient coverage to identify these “disease modules,” thereby confirming a funda-
mental hypothesis of interactome-based approaches to human disease [16]. The spe-
cific topological properties of disease modules differ between classes of diseases (e.g.,
complex diseases, Mendelian diseases, or cancer) and inheritance modes (autosomal
dominant or recessive). Cancer driver genes are often highly central, while recessive
disease genes tend to be more isolated at the periphery of the interactome [56].

10.3.5 Localization in Networks

As shown above, network-based localization of (dys)function is a central part of many
interactome-based studies. In network science, the identification of densely connected
groups of nodes is known as “community detection” [109]. While numerous algo-
rithms exist for this task, they are usually not well suited for the identification of
only weakly connected local network neighborhoods such as disease modules [108].
In order to quantify the tendency of a given set of disease genes to be localized in
a certain neighborhood, we first need to inspect different possibilities for measuring
distances among a set of nodes in a network. The simplest way to summarize the
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localization of a set S consisting of s nodes into a single quantity is to compute the
network distance dij for all

(S
2
)

= s(s−1)
2 pairs of nodes i and j and take the average:

dav(S) = 2
s(s−1)

∑

ij

dij , (10.1)

which can be interpreted as a diameter of the set S. As a consequence of the “small-
world” nature of many relevant networks, differences in the absolute values of dav
for different gene sets are often relatively small. Several variations and extensions of
Equation 10.1 have therefore been proposed [110]. For example, instead of taking the
average over all possible node pairs, one can consider only the distance to the next
closest node, respectively:

dclose(S) = 1
s

∑

i

min
j∈{S\i}

(dij) . (10.2)

This gives different results as dav in situations where a module is split into several
“islands,” for example due to network incompleteness. Whereas dclose correctly reflects
the high degree of localization within the individual islands, it is diluted when the
distances of all pairs are averaged. Other variations include adding weights to dif-
ferent path lengths dij, see Box 10.10 for more examples. Complementary to such
distance-based measures, one can also use connectivity-based measures to determine
the degree of connectedness among a set of nodes. The simplest way is to consider the
number of links between them. A perhaps more intuitive measure is given by the size
of the largest connected component, i.e., the highest number of nodes that are directly
connected to one another. We can apply tools from statistical physics to understand
many of its properties analytically [111]. It is, however, relatively sensitive to data
incompleteness. In extreme cases, a single missing link in the network or a missing
node from the set S, e.g., a protein, whose disease association is yet unknown, can
fragment the connected component into isolated nodes.

The concepts introduced above can be readily extended to measure distances
between two node sets S and T, for example, for quantifying the interactome-based
similarity between two diseases [16]. The equivalent of Equation 10.1, i.e., the average
over all possible pairs of nodes between two node sets is given by

dav(S, T) = 1
s

∑

i∈S

1
t

∑

j∈T

dij . (10.3)

Similarly to different linkage methods in hierarchical clustering algorithms, there are
different ways to compute the distance between two sets of nodes, see Box 10.10 for a
number of frequently used options.

10.3.6 Randomization of Network Properties

By themselves, the absolute values of localization or distance as introduced above
bring few insights. To judge whether an observed clustering of a particular node set
is significant, we need to compare it to suitable random models. Many quantities that
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Box 10.10: Distance measures in networks

Localization Distance between two node sets S and T

Connectivity-based

Distance-based

There are different ways to quantify the degree of “localization” of a given
set of nodes S, i.e., whether or not they aggregate in a certain network
neighborhood. Distance-based localization measures are based on different
averages over pairwise distances dij between all nodes in the set, e.g.:

dav(S) = 2
s(s−1)

∑

ij

dij (10.4)

dclose(S) = 1
s

∑

i

min
j∈{S\i}

(dij) (10.5)

dexp(S) = − 2
s(s−1) ln

∑

ij

exp
(
−dij

)
(10.6)

These measures can be generalized to two node sets S and T:

dav(S, T) = 1
s

∑

i∈S

1
t

∑

j∈T

dij (10.7)

dclose(S, T) = 1
s+t

[ ∑

i∈S

min
j∈T

(dij) +
∑

i∈T

min
j∈S

(dij)
]

(10.8)

dexp(S, T) = − 1
s

∑

i∈S

1
t ln

∑

j∈T

exp
(
−dij

)
(10.9)

Nodes that are common to both sets S and T are usually taken to contribute
with dij = 0 in the above formula. Instead of averaging over all pairs of
nodes between S and T one can also define a center for each and use the
distance between them:

dcenter(S, T) = d (center(S), center(T)) (10.10)

Another option is the separation parameter introduced in [16]:

sep(S, T) = dclose(S, T) − 1
2
(
dclose(S) + dclose(T)

)
(10.11)

Negative values sep(S, T) < 0 suggest overlapping network modules,
while sep(S, T) > 0 indicates separated modules. Note, however, that the
separation parameter is not an intensive quantity, i.e., its magnitude
depends on the number of nodes in the respective sets.
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occur in the context of network analyses do not follow normal (Gaussian) distribu-
tions, such as the scale-free degree distribution, and therefore require particular care
when choosing statistical tests. Comparisons with ensembles of randomized networks
obtained from simulations are often the best choice. In general, we can distinguish
two types of randomizations: (1) Randomizing the network topology, for example
the interaction partners of a particular protein, and (2) randomizing node attributes,
such as the disease associations of a group of genes.

10.3.6.1 Randomizing the Network Topology
To exclude that a seemingly interesting observation, for example, the local aggregation
of disease genes in the interactome, could be a generic consequence of the overall
topology of the underlying network, we need to compare our results from the orig-
inal network with those obtained from networks with randomized topology. There
are numerous randomization procedures. Which one is most suited, depends on the
particular reference that is needed for a specific observation. The simplest method is to
fix only the number of nodes N and the number of links L of the original network and
to redistribute the links completely at random among the nodes. As shown in Chapter
3, this procedure results in an Erdős-Rényi network. Many properties of Erdős-Rényi
networks can be calculated analytically and without extensive computer simulations,
for example the expected clustering or the size of the largest connected component.
However, the topology of most real world networks differs substantially from the one
of a corresponding complete random graph, for instance hubs are completely absent
in the latter. Hence, comparisons between the two are rarely meaningful and can in
fact be rather misleading.

A more adequate reference that is suitable for most applications is given by
networks in which the number of neighbors of every node are kept constant, but the
specific interaction partners are completely randomized. This ensures that important
structural features, in particular the degree distribution and presence of hubs, are
preserved in the ensemble of randomized networks. Box 10.11 introduces the two
main algorithms that are used to generate such randomized networks: The “switching
algorithm” [112], is an iterative method, where at each step two links are selected
at random and their endpoints are swapped. For example, the links connecting the
nodes n1 ↔ n2 and n3 ↔ n4, respectively, can be reconnected to n1 ↔ n3 and n2 ↔ n4.
Note that this may result in multiple links between two nodes or self-loops. In an
application where such links are not meaningful, the original link pairs should be
restored. As we repeatedly apply this procedure, the interactions of the network
become more and more randomized, without altering the degree of each node. A
drawback of this simple method is that no precise criteria exist as to how many
switches should be performed to ensure a good mixing. Empirical results suggest
100 L switching attempts, which can be computationally rather expensive for large
networks [113].

A more efficient method for generating random networks with a prescribed degree
sequence is to apply a variation of the “configuration model” [114, 115]. The second
algorithm introduced in Box 10.11 is the “matching algorithm,” in which all links of
a given network are broken at once and then randomly reassembled one by one. As
in the switching algorithm, the potential creation of self-loops and multiple links may
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Box 10.11: Network randomization

Randomizing the network topology

randomly select
two links

iterate (≈100 L times)

split links into
two stubs

split all links
into two stubs

randomly select
two stubs

connect stubs to
new link

iterate until all stubs are connected

switch endpoints to
create new links

Original network Randomized network

There are two frequently used algorithms to generate an ensemble of
randomized networks with fixed degree distribution. In the switching
algorithm, two links are chosen at random and their endpoints switched.
Repeating this procedure will eventually lead to a fully randomized version
of the original network. In the matching algorithm, all links of the given
network are broken at once and then one by one reconnected at random.

Randomizing node attributes

Original node attributes

Ensemble of networks with fully randomized node attributes

Ensemble of networks with degree preserved randomization

The most basic procedure to randomize node attribues (e.g., disease
associations of genes) is to redistribute them completely at random on the
network. For more restricted random controls, one can also keep specific
topological properties of a node attribute constant, in particular the degree of
the annotated node. In this case, only nodes with the same (or at least
similar) properties are allowed choices.
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Figure 10.2: Network randomization. (a) Comparison of the clustering coefficient of the
interactome (see Figure 10.1) with distributions obtained from complete randomization and
degree-preserving randomization. (b) Comparison of the size of the largest connected
component (lcc) of proteins associated with multiple sclerosis in the interactome with two
distributions obtained from full and degree preserving randomization, respectively. (c)
Sorted z-scores of the lcc size of 299 diseases in the interactome. (d) Significance and effect
size of the observed localization dav(S) of 299 diseases compared to randomized gene sets.
(Data from [16].)

need to be prevented in certain applications. Note that in this case the ensemble of the
generated networks is no longer completely unbiased, but the effects are usually small
and can often be neglected for large networks [113].

Figure 10.2a shows an application of the two randomization strategies to evaluate
the observed mean clustering coefficient 〈C〉 = 0.17 of the interactome. As expected,
we find excellent agreement between the values observed in 10,000 simulations of
a full random model corresponding to an Erdős-Rényi network and the respective
analytical value 〈C〉 = p = 2L

N(N−1) = 0.0016. Simulations of the degree preserving
matching algorithm yield the considerably higher mean value 〈C〉 = 0.03, which is
still significantly smaller than the originally observed clustering, indicating that the
clustering of the interactome could not have emerged by chance.

10.3.6.2 Randomizing Node Properties
Instead of rewiring the structure of the network itself, it is often useful to consider
randomizing certain node attributes, for example disease associations of individual
genes in the interactome. In the simplest case of random label permutation, we detach
the attribute of interest from their original nodes and redistribute them completely at
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random among all nodes of the network. For example, to investigate the connectivity
of Nd disease proteins in terms of their largest connected component (lcc), we select the
same number of proteins randomly from the network and measure their lcc. Repeating
this procedure yields a random control distribution that can then be used to determine
the statistical significance of the original lcc. According to data from [16], multiple
sclerosis has Nd = 69 known associated proteins in the interactome that form an lcc
of size S = 11. Figure 10.2 (b) shows the lcc distribution for 69 randomly picked
proteins from 10,000 simulations. The distribution has a mean of 〈Sfull

rand〉 = 2.9 and
a standard deviation of σ = 1.4. The statistical significance of the observed lcc size can
be quantified using the z-score

z-score =
S − 〈Sfull

rand〉
σ

, (10.12)

yielding z-score = 5.8. For normal distributions, z-scores > 1.65 correspond to a
p-value < 0.05 (corresponding to a right-sided test, left- or two-sided tests are also
possible) and are considered to be statistically significant. The empirical p-value, i.e.,
the fraction of all random simulations with Sfull

rand ≥ S was found to be p-value = 0.003.
Taken together, we conclude that the connected component for multiple sclerosis is
unlikely to have emerged by chance or as a trivial consequence of the network topol-
ogy, indicating the potential presence of a disease module.

10.3.6.3 Degree Preserving Label Permutation
There are also stricter attribute randomization procedures that impose certain con-
straints on the allowed set of nodes among which an attribute can be distributed.
Prominent cancer genes, for example, tend to have a large number of interactions in
literature-curated interactome networks, simply because they have been investigated
more intensively than other genes. To test whether the high connectivity among such
genes can be explained by their high degree alone, we need to generate random
distributions of node attributes that maintain the degree of the individual nodes
carrying the original annotation. Note that swapping only between nodes of exactly
the same degree will be problematic for high-degree nodes, as there may be only few,
or even a single node in the entire network that have a certain degree. It is therefore
useful to relax the requirement of having exactly the same degree and work with
bins of nodes with comparable degree instead. Figure 10.2 (b) shows the distribution
Sdegree

rand obtained using such an approach. The mean value 〈Sdegree
rand 〉 = 5.1 is larger

than the one obtained from the full randomization, but still significantly smaller than
the value S = 11 from the original data (z-score = 3.1, empirical p-value = 0.009),
indicating that the high degree of the disease proteins alone does not explain their
observed high connectivity.

These randomization procedures can also be applied to evaluate the distance-
based localization measures introduced above, for example dav(S). From each random
simulation we can extract drand

av and then compute the mean 〈drand
av 〉 and correspond-

ing standard deviation σ
(

drand
av

)
. In analogy to the z-score introduced above, we

can use Glass’ % to quantify the effect size of any difference observed between
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the true value dav(S) and the values obtained in the respective randomization
simulations:

% = dav(S) − 〈drand〉
σ

(
drand

) . (10.13)

The statistical significance of an observed difference in the respective means dav(S)

and 〈drand〉 can be obtained from a Mann–Whitney U test, for example. Figure 10.2
(c–d) shows the results for the randomization valuation of the localization observed
among 299 diseases on the interactome.

Numerous more advanced randomization procedures exist that can preserve
topological features beyond the degree distribution. For example, there are algorithms
to generate randomized networks that maintain the mean clustering coefficient
of the original network [116] or the correlation structure between the degrees of
adjacent nodes [117, 118]. Another level of sophistication needs to be applied when
randomizing metabolic networks, where simple link rewiring would likely generate
reactions that are biochemically impossible [119, 120].

10.4 Disease Module Analysis

10.4.1 Overview

Sequencing technology has accelerated the discovery of disease associated genetic
variations significantly. For most diseases, however, we are still far from a complete
understanding of the underlying molecular mechanisms. Most complex diseases, such
as cardiovascular diseases, cancer, or diabetes mellitus (the three most frequent causes
of death worldwide), involve hundreds of genes and their complex interactions. It has
been estimated, for example, that more than 2,000 genes are involved in intellectual
disabilities, yet our current knowledge includes only around 800 genes [121]. The
situation is similar for rare Mendelian disorders. Estimates for the total number of rare
genetic disorders range from 6,000 to 8,000, a majority of which likely to be caused by
a single genetic aberration. Despite this simple genetic architecture, less than half of
all suspected diseases and corresponding disease genes are currently known.

Network-based disease modules offer a general framework for investigating how
the pathobiology of a particular disease may arise from a combination of many genetic
(but also epigenetic, environmental, behavioral etc.) variations. Succesful applications
range from rare Mendelian disorders [3], to cancer [4] and other complex disorders,
like metabolic [5], inflammatory [42], or developmental diseases [122]. A disease mod-
ule is loosely defined as the comprehensive set of cellular components associated with
a certain disease and their interactions. More specifically, the term refers to a connected
subgraph of the interactome, whose perturbation causes the disease [18]. Figure 10.3
gives an overview of the disease module analysis process. The first step is to construct
an interaction network and collect genes known to be associated with the particular
disease of interest. These “seed genes” will serve as starting point for network-based
gene prioritization algorithms. The resulting network module can then be validated
and enriched with various additional datasets that will also be used in the biological
interpretation of the final disease module.
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Figure 10.3: The basic steps of a disease module analysis process: First, interactome and
seed gene data are collected. Next, a network-based disease gene prioritization method is
employed. The performance of the predictions is then validated through comparison and
enrichment with independent external data. In the last step, the module is explored for
important biological pathways, overlap with other disease modules etc. (Figure adapted
from [123].)

10.4.2 Seed Cluster Construction

The first step of the disease module analysis is the construction of a seed cluster, i.e.,
the curation of a suitable molecular interaction network and a set of genes known to be
associated with the particular disease of interest. Box 10.12 lists a number of resources
that may serve as a starting point.

10.4.2.1 Interactome Construction
As introduced above, one can make a broad distinction between physical interac-
tions, e.g., protein co-complexes or binary protein–protein interactions, and functional
interactions, e.g., genetic interactions or co-expression. By definition, physical inter-
actions represent a direct molecular relationship, thus facilitating the identification
of causal molecular mechanisms. Functional interactions, on the other hand, offer a
much broader spectrum of potentially relevant associations between genes and gene
products and can often be more easily adapted to a particular diseases, for example
by incorporating tissue-specific expression data. Incorporating such information can
considerably improve disease gene prioritization [124, 125, 126], see also Chapter 11.
The choice of interaction type and used data sources will affect coverage (number of
contained genes/proteins and their interactions), biases (for example, towards well-
studied genes) and signal to noise ratio (number of false positive interactions) of the
final interactome. Physical interactions offer more control over biases and signal to
noise ratio, but often at the cost of lower coverage. Biases can be reduced by rely-
ing only on data obtained from systematic high-throughput studies, e.g., from [87,
89]. False positive interactions can be reduced by filtering for interactions that have
been reported by several studies and by different experimental techniques. Several
databases, such as HIPPIE [86] or STRING [83] offer integrated interaction scores for
this purpose.
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Box 10.12: Resources for disease module analyses

Interactome databases:

BIOGRID thebiogrid.org
BioPlex bioplex.hms.harvard.edu
HIPPIE cbdm-01.zdv.uni-mainz.de/∼mschaefer/hippie/
IntAct www.ebi.ac.uk/intact
MatrixDB matrixdb.univ-lyon1.fr
MINT mint.bio.uniroma2.it
STRING string-db.org

A more comprehensive list can be found on EBI’s PSICQUIC view that also
offers programmatic acces, see www.ebi.ac.uk/Tools/webservices/
psicquic/view/

Disease genes:

DGA dga.nubic.northwestern.edu
GWAS Catalog www.ebi.ac.uk/gwas
Gene2Mesh gene2mesh.ncibi.org
HGMD hgmd.cf.ac.uk
OMIM omim.org
OrphaNet www.orpha.net

Integrated and functional web-based services:

DisGeNet disgenet.org
GeneMANIA genemania.org
HumanBase hb.flatironinstitute.org

Ontologies:

Disease ontology (DO) disease-ontology.org
Gene ontology (GO) www.geneontology.org
Human phenotype
ontology (HPO)

human-phenotype-ontology.github.io

Mammalian phenotype
ontology (MPO)

www.informatics.jax.org/vocab/mp ontology

A comprehensive list of biological ontologies can be accessed from EBI’s
Ontology Lookup Service under https://www.ebi.ac.uk/ols/ontologies
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10.4.2.2 Seed Gene Selection
There are numerous resources that collect genes associated with diseases (see Box
10.12). Note that the term “disease associated gene” itself is only loosely defined and
covers a wide spectrum from high penetrance dominant mutations to GWAS variants
of rather small effect size or genes observed to be differentially regulated in patient
subgroups. Similarly, the level of evidence for reported disease associations may differ
greatly, from rare gene variants with a known and experimentally validated functional
mechanism, to genes with unknown mechanism, yet repeatedly confirmed in multiple
patient cohorts, to rather speculative associations inferred solely from text mining.

10.4.2.3 Evaluation of the Seed Cluster
Both the interactome construction and the seed gene selection involve a certain trade-
off between using only highest-confidence data and achieving the highest possible
coverage. There is no simple and universally applicable solution to this challeng-
ing problem that requires a certain amount of experimentation, ideally guided by
a domain expert for the specific disease under study. From a network perspective,
however, localization measures introduced above can be used as a rough indicator
whether a particular combination of interactome and seed gene data meets the min-
imal criteria for a meaningful disease module analysis. Figure 10.4 shows the seed
cluster for an asthma disease module from [123]. From a total of 129 seed genes that
could be mapped to the interactome, 37 form the largest connected component, indi-
cating a highly significant (z-score = 10.7) network localization. This suggests that the
seed cluster has sufficient “signal” pinpointing the network neighborhood of the com-
plete asthma module that can then be identified through a network-based expansion
algorithm.

10.4.3 Network-Based Disease Gene Prioritization

Network-based disease gene prioritization methods build on the observation that
genes associated with the same disease tend to be localized in the same interactome
neighborhood. We can therefore use the network topology to extrapolate from a given
set of seed genes to identify other genes that are likely to be also involved in the
disease or at least strongly affected by the local interactome perturbation. Over the
last years, numerous algorithms have been developed for this purpose. They can
be broadly classified into three major categories: (1) connectivity based methods (2)
path-based methods and (3) diffusion-based method (see Box 10.13).

10.4.3.1 Connectivity-Based Methods
Connectivity-based methods exploit the observed propensity among disease genes to
interact with each other. Early pioneering approaches considered all direct neighbors
of seed genes as potential candidate genes [127]. As more and more interactome and
seed gene data become available, such approaches tend to generate an increasing
number of false positives. More recent algorithms therefore utilize more advanced
connectivity patterns, such as graphlets [128], or take the degree heterogeneity of the
interactome explicitly into account [129]. Indeed, hubs in the network are expected to
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Largest connected component
(a)

(b)

Figure 10.4: Seed cluster of an asthma disease module analysis from from [123]. (a) Of the
129 expert curated seed gene, 37 form the largest connected component, the rest are
scattered throughout the interactome. (b) The size of the largest connected component is
highly significant (z-score = 10.7) compared to random expectation.



442 B U P H A M A L A I , C A L D E R A , MÜ L L E R , M E N C H E

Box 10.13: Network-based disease gene prioritization
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Illustration of three different methodologies for network-based disease gene
prioritization: (1) Connectivity-based methods evaluate the direct neighbors
of seed genes. (2) Path-based methods evaluate candidate genes based on
their network distance to seed genes. (3) Diffusion-based methods use a
dynamical process to rank candidate gene according to how strongly they
are influenced by the seed genes.

also interact with a large number of seed genes without necessarily implying a disease-
association. To correct for these effects, the DIAMOnD algorithm [108, 123] evaluates
the significance of a given number of connections ks to s seed genes with respect to
the total degree k of a given candidate gene. In a network of size N, with s randomly
distributed seed genes, the probability that a gene with degree k connects to exactly ks
seed genes is given by the hypergeometric distribution

P(X = ks) =
( s

ks

)(N−s
k−ks

)

(N
k
) . (10.14)

The significance of a given number of connections is therefore given by the p-value

p-value =
k∑

n=ks

P(X = n) , (10.15)
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which can then be used to iteratively rank all genes in the network. Note that the
resulting disease module may consist of genes without direct connectivity to the initial
seed genes.

10.4.3.2 Path-Based Methods
Instead of using the direct connectivity to seed genes, candidate genes can also be
ranked according to their network distance to the set of seed genes (compare also with
Box 10.10). A versatile set of algorithms that combines different distance measures
for prioritizing candidate genes has been proposed in [130]. Instead of ranking the
genes iteratively, it is also possible to search for an optimal set of candidate genes
that collectively minimize the path lengths between the seed genes. Such approaches
often implement variations of minimum spanning tree (or “Steiner tree”) search algo-
rithms [131, 132, 133]. Basically, the algorithm will construct a tree consisting of a
minimum amount of edges while connecting all the seeds into a single cluster.

10.4.3.3 Diffusion-Based Methods
The methods described above rely only on the static topology of the network. It is also
possible to use dynamical models to explore the network neighborhood around the
seed genes for gene prioritization [3, 4, 134, 135, 136, 137]. Among the most widely
used dynamical models are diffusion processes, such as the random walk with restart
(RWR) [138]: Here, the seed genes serve as starting points for a random walk process
along the links of the network. At every time step, the walker either proceeds to a
randomly picked neighboring gene, or returns with restart probability r to one of the
seed genes. The restart ensures that the local neighborhood around the seed genes
is emphasized by the walker, otherwise all seed gene information would be lost in
the long run of the process. The frequencies with which the individual nodes in the
network are visited will eventually converge to a steady state and can then be used
to rank all genes in the network according to their “dynamical closeness” to the seed
genes. The process can be formalized as follows: Consider the vector pt whose ele-
ments pi . . . pN represent the probability of the walker visiting node i at time t. The
visiting probability at time t can be derived from the visiting probability at time t − 1
via

pt = Wpt−1 , (10.16)

where W is the so-called transition matrix and defined as the column normalized

adjacency matrix A with Wi,j =
Ai,j∑

i ki
. At time t0, only seed genes have (uniform)

non-zero probability p, as well after each restart, which happens at a rate r. Equation
10.16 then becomes

pt = (1 − r)Wpt−1 + rp0 . (10.17)

The steady-state solution for Equation 10.17 is given by

p∞ = r(I − (1 − r)W)−1p0 . (10.18)

The genes in the network can then be ranked according to the visiting probability p∞.
The restarting probability r can be used to adjust the influence of the seed genes on the
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diffusive process, from free diffusion (walker is not restricted by seed genes, r = 0) to
no diffusion at all (walker remains at seeds, r = 1).

10.4.4 Validation and Enrichment

After completion of the preferred candidate gene ranking procedure, we first need
to evaluate its performance. A second, closely related task is to determine a sensible
cutoff, i.e. how many ranked genes should be considered for the final disease module,
as most prioritization methods rank all genes in the network without offering an
intrinsic stopping criterion. There are two complementary approaches: (1) Estimating
the predictive power of the disease gene predictions using cross-validation methods.
(2) Comparison with independent biological data.

10.4.4.1 Cross-validation of Prediction Performance
In principle, cross-validation of disease gene prioritization algorithms works in the
same way as with other classification tasks (compare also with Chapters 6–8): For a
basic k-fold cross-validation, the set of seed genes is first randomly divided into k
groups (the special case where k equals the number of seed genes is often referred to
as “leave-one-out” cross-validation). One of the groups can then serve as the “test-set”
of true positives, while the remaining k−1 groups are used as modified seed gene pool.
The gene prioritization algorithm is then run on this modified pool to test how well
the method is able to retrieve the left out genes in the test set. Repeating this procedure
k times with each of the k groups serving as test set yields a statistic on the expected
average performance of the method. The choice of k determines the trade-off between
high bias (large k) and high variance (small k). An important difference to many other
classification tasks is the lack of clear true negatives, i.e., genes that we know not to
be involved in the disease. Several proxies have been proposed, for example essential
genes, genes of high genetic variability or manually curated genes that are unlikely to
be involved in a particular disease according to their expression patterns. These gene
sets can only offer approximations and remain necessarily incomplete, making the
interpretation of standard performance measures difficult, such as receiver operating
characteristic curves.

10.4.4.2 Enrichment with Independent Biological Data
A complementary approach for estimating the performance is to test for enrichment of
the ranked genes with independent biological data (see Box 10.12). Figure 10.5 shows
the biological enrichment of the top 400 ranked genes from an asthma disease module
analysis [123]. To compare the biological signal of the ranked genes with the one
of the manually curated seed genes, the authors chose a sliding window of ranked
genes with the same size of the seed genes and within each window computed the
enrichment with five different datasets: (1) Genes differentially expressed in a relevant
case/control study, (2) genes participating in expert curated relevant biological path-
ways, (3) genes contained in general pathways that were found enriched in the seed
genes, (4) genes annotated to similar biological processes as the seed genes according
the gene ontology (GO, see Box 10.14) and (5) genes that are known to be implicated in
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Figure 10.5: Biological enrichment of the asthma disease module in [123]. The first two
columns show the number (and the corresponding statistical significance, respectively) of
the identified candidate genes that were found in the different validation datasets indicated
in the third column. The values for the candidate genes are show in orange, the values for
seed genes and random expectation in red and green, respectively.

diseases that show high co-morbidity with asthma. A comparison of the enrichments
across different datasets allows for an evaluation of the general plausibility of the
ranked genes, but also for an estimation of the border of the disease module.

10.4.5 Biological Interpretation

The data collected for the performance evaluation can further be used for an integrated
analysis of the biological mechanisms represented in the disease module. Figure 10.6
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Box 10.14: Ontologies
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Ontologies are controlled vocabularies to organize the knowledge of a
specific field, for example biological pathways, diseases or phenotypes (see
Box 10.12 for a list of biomedical ontologies). These vocabularies are usually
manually curated by an authoritative consortium of domain experts. An
important vocabulary is the gene ontology (GO). It consists of three separate
branches: (1) “cellular component” (4,195 terms), (2) “molecular function”
(11,120 terms), and (3) “biological process” (29,682 terms), each forming a
hierarchical, acyclic tree. The root term at the top is the most general,
increasingly specific terms are connected by either is a, part of or
regulates links that describe the particular relationship between the
respectively linked terms.

Ontologies are not only useful for systematic annotation and collection of
knowledge, but can also be used to assess the “semantic similarity” among
different terms according to their relative position in the tree [139]. A
common approach relates the specificity (tree depth) of a term to its
information content (IC). The similarity between two terms can then be
calculated from the IC of their most informative (i.e., highest IC) common
ancestor. Note that most biological entities, such as gene products, are
usually annotated with several terms and different strategies can be used to
aggregate the similarity among several terms, see [139] for a detailed
discussion.
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Seed gene ranking Candidate gene ranking

Final disease module

Figure 10.6: Illustration of the ranking procedure (top) and the final asthma disease module
(bottom) from [123]. Seed genes and candidate genes are first ranked separately according to
their enrichment with different biological datasets. The individual rankings are then
combined into a final score for each gene in the disease module, which can then be used to
prioritize pathways within the module.
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illustrates how the different data are combined into a final score for each gene in the
asthma disease module, which in turn can be used to prioritize pathways within the
module. The first step is to create a ranking of all genes for each individual data
source. Seed genes and candidate genes are often examined separately, which has
the advantage that they can be given different weights when they are combined later
on. Depending on the particular data type, the ranking can be based on fold-change
for differential expression data, GWAS p-value or functional similarity with known
processes (compare with Box 10.14), for example. The individual rankings can then be
combined into a single score, e.g., using the so-called Borda-count [140]: The score of
a gene is taken to correspond to its inverted rank and the scores of different rankings
are simply added. Finally, the integrated gene score can be used to prioritize pathways
within the module, thus complementing commonly used measures, such as coverage
of genes in the pathway. The integrated biological relevance of a pathway within the
module can be quantified by the average score of its genes. Additional potentially
interesting network-based analyses that can be performed with the disease module
include identifying overlaps with other diseases or with network modules known to
be modulated by drugs, for example using the distance measures above, or apply-
ing community detection to identify potential submodules, for example for patient
stratification.

10.5 Summary and Outlook

Network medicine is a highly dynamic and rapidly expanding field covering
virtually all areas of biomedical research. This brief introduction can therefore only
provide a necessarily incomplete and highly subjective selection. We hope that the
references we provide may serve as a starting point for further reading and also
recommend a recently published textbook focusing exclusively on this subject [141].

An important challenge in current biomedical research is to integrate the ever
growing amount of “omics” data (e.g., genomics, epigenomics, proteomics, meta-
bolomics, lipidomics). Network approaches are inherently holistic and integrative,
and particularly multilayer networks are very promising candidates for addressing
this challenge [79]. First analytical analyses of multilayer networks highlight the
importance of a detailed, context-aware mapping of different types of interactions
to fully understand the interplay between structure and dynamics of such complex
networks [142]. So far, most studies on biomolecular networks focus on structural
network properties and a thorough understanding of their dynamical properties
remains an important issue. The concept of dynamic controllability, for example,
is well established in network theory [143, 144] and could in principle be applied
to driving a cell from a disease state to a healthy state [143]. We expect that such
network approaches will be key to designing advanced therapeutics for complex
diseases that cannot be understood, nor treated, by a simple mono-causal molecular
mechanism. The ultimate goal of network medicine is of course to contribute not
only to basic research, but to the translation to benefit patients. Based on the pace
at which network medicine is progressing, we are confident that this exciting and
challenging goal will be reached rather sooner than later.
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10.6 Exercises
To familiarize yourself with some basic network-based approaches to human dis-
eases we will perform a rudimentary disease module analysis. The exemplary solution
we provide is based on the programming language python and utilizes heavily the
excellent networkx module, but of course other programming languages offer similar
functionalities.

10.1 Constructing the interactome

(a) Use one of the databases listed in Box 10.12 to construct an interactome
network. We sugget using HIPPIE, as it allows for both programmatic access
via an API or download of the entire dataset in an easy to parse text format.

(b) Construct different networks with different parameters, such as different
confidence scores or different experimental sources.

(c) Perform a basic characterization of the overall topology of each network,
e.g., overall coverage, degree distribution, number of isolated components,
distribution of shortest pathlengths, clustering coefficient, etc.

10.2 Constructing a seed cluster for a particular disease

(a) Use one of the databases listed in Box 10.12 to assemble a set of seed genes
for a specific disease.

(b) Place the seed genes on the interactome and determine the degree of local-
ization using different measures from Box. 10.10.

(c) Assess the statistical significance of the measured localization using different
randomization schemes, both for the network topology and the seed genes
(see Box. 10.11).

10.3 Constructing a disease module

(a) Implement two different network-based gene prioritization algorithms intro-
duced in Box 10.13.

(b) Rank all genes in the interactome using both methods and with varying
parameters of the respective algorithms.

(c) Evaluate how the results change when removing various fractions of the
seed genes.

10.4 Perform an enrichment analysis of the disease module

(a) Use the databases listed in Box 10.12 to assemble an independent set of
genes with potential relevance to the the disease, e.g., genes found to be
differentially expressed in a patient cohort.

(b) Test whether the ranked candidate genes are enriched for the genes of the
independent validation set.

(c) Perform a gene set enrichment analysis of the disease module using gene
ontology to identify prominent biological processes within the
module.

Note: Solutions are available to instructors at www.cambridge.org/bionetworks.
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Recent advances in high-throughput technologies have
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the molecular basis of human disease. In addition to a growing
catalog of disease-associated genetic variations, we can now
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ease, guide the search for therapeutic targets and reveal
common molecular mechanisms between seemingly unrelated
diseases.
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Introduction
The Online Mendelian Inheritance in Man (OMIM)
database [1] currently lists over 3700 genes with mu-
tations that are known to have a phenotypic impact, e.g.
sequence alterations that are causal for Mendelian dis-
eases or variants that increase the susceptibility to
complex diseases or cancer. Yet, despite this ever

growing wealth of data, many details of how exactly
genetic alterations contribute to the disease pathobi-
ology remain in the dark. A crucial roadblock for

translating gene-level discoveries into a mechanistic
understanding of disease pathogenesis and concrete
strategies for prevention, diagnosis, and treatment is

that gene products do not act in isolation, but in the
context of other genes and proteins. Biological processes
are ultimately the result of a highly dynamic and regu-
lated interplay of macromolecules, such as interactions
between proteins or between proteins and DNA or
RNA. The entirety of all such biologically relevant in-
teractions form a large and highly connected network,
often referred to as the ‘interactome’ (Box 1). The inter-
actome can therefore be understood as a map to inves-
tigate how individual (or several) genetic alterations
propagate throughout the network and perturb the

system as a whole. The emerging field of ‘network
medicine’ applies tools and concepts from network
theory (Box 2) to interpret this map and elucidate the
relation between perturbations on the molecular level
and phenotypic disease manifestations [2]. In the last
decade, network-based approaches have been success-
fully applied to a broad range of diseases, with examples
ranging from rare Mendelian disorders [3], cancer [4] or
metabolic diseases [5], to identifying basic strategies by
which viruses hijack the host interactome [6], to name
but a few. In the following we will review the basic ideas

that underly interactome-based approaches to human
disease and highlight important recent conceptual
advances.

The interactome
The term ‘interactome’ is only loosely defined and may
refer to networks that contain rather different types of
interactions. It is instructive to distinguish between
physical and functional interactions. Physical interactions
involve actual physical contact between the partici-
pating biomolecules, for example proteins that assemble
in a complex or receptor-ligand binding. Functional
interaction, on the other hand, can refer to any kind of
biologically relevant relationship. In co-expression net-
works, for example, genes are connected if their
expression patterns are strongly correlated [7]. Another
important functional relationship are ‘genetic in-

teractions’, where two genes are linked if the effect of a
simultaneous alteration of both genes differs from the
expectation based on the individual alterations. An
extreme form is synthetic lethality, where a combined loss
of two genes leads to cell death, while the loss of each
individual gene does not [8]. Synthetic viability,
conversely, occurs when the lethal effect of a mutation
in one gene is rescued by a simultaneous mutation in a
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second gene [9]. While both functional and physical
interaction networks can yield important insights into
disease mechanisms, we will focus mostly on the more
narrowly defined physical interactions in the following.

A number of publicly available databases provide
comprehensive lists of physical proteineprotein in-
teractions (PPIs), as well as other relevant interactions
(e.g. protein-DNA, protein-RNA, enzyme-metabolite)
in human, but also in other species [10]. There are

three main sources for the PPIs reported therein: (i)
interactions curated from the scientific literature and
typically derived from small-scale experiments. (ii) In-
teractions from systematic, proteome-scale mapping
efforts, the two main techniques being yeast two-hybrid
assays for binary interactions [11] and binding affinity
purifications coupled to mass spectrometry for co-
complexes [12]. (iii) Interactions from computational
predictions, for example based on protein structure
[13]. It is important to note that each of these sources
may introduce different kinds of noise and biases [14],

such as biases in the selection of which protein pairs

have been tested [15] or experimental biases, for
example towards highly expressed genes [11]. Another
important consideration for interactome-based analyses
is the considerable incompleteness of currently available
data. It is estimated, for example, that high-throughput
methods cover less than 20% of all potential pairwise
protein interactions in the human cell [11]. It is
therefore imperative to carefully evaluate both the
effect of potential biases, as well as the influence of
missing interactions, when analyzing and interpreting

interactome data. Box 1 summarizes the main topolog-
ical properties of a manually curated interactome from
[16].

Disease modules in the interactome
Among the first evidence for a direct correspondence
between the biological importance of a gene and the
interactome position of its product was the observation
that the phenotypic impact of deleting a gene in the
yeast Saccharomyces cerevisiae correlates with the number
of interaction partners of the corresponding protein
[17]. This trend was later confirmed also for genes that

Box 1. The interactome.

(a) A global picture of the interactome (as used in [16]) showing its highly complex and interconnected nature. It contains 13,460 proteins and
141,296 interactions that have been curated from different sources with various kinds of physical interactions, including binary interactions from
systematic yeast two-hybrid screens, protein complexes, kinase–substrate pairs and others. (b) The overall topology is characterized by a highly
heterogeneous degree distribution that follows a power-law. The vast majority of proteins have only few connections, but there is also a
considerable number of extremely highly connected proteins, so-called hubs (33 proteins have more than 300 interactions). (c) These hubs serve
as shortcuts, so that on average, all proteins are directly connected to each other with less than four intermediate steps, a phenomenon often
called the ‘small-world’ effect. The maximum distance between any two proteins in the interactome is 13. (d) Other important structural properties
of the interactome. (e) A comparison of the distances observed among genes associated with the same disease and the respective random
expectation reveals that disease genes are not scattered randomly in the interactome, but aggregate in local, disease-specific neighborhoods, so-
called disease modules.
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are essential for the viability of human cell lines [18].
The topological properties of disease-associated genes
are generally more diverse and may differ between dis-

ease classes (e.g. complex diseases, Mendelian diseases
or cancer), as well as inheritance modes (autosomal
dominant or recessive): cancer driver genes generally
show a strong tendency towards high network centrality
(Box 2), while recessive disease genes are often more
isolated and located at the periphery of the interactome
[19].

To further elucidate the detailed mechanisms, by which
a disease-associated perturbation contributes to the
pathobiological phenotype, it is important not only to

understand the network properties of individual asso-
ciated genes, but also their interactome environment
and emerging collective properties. This is particularly
evident for complex diseases that involve potentially
hundreds of genes. Similar to the functional coherence
of interactome neighbors (i.e., interacting proteins are
often involved in the same biological process [20]),

Box 2. Basic topological characteristics of networks.

The degree of a node is the number of links attached to it, i.e. the number of direct neighbors. The distribution of the degrees across all nodes is an
important global characteristic of a network.

Scale free networks are characterized by a heterogeneous degree distribution that follows a power-law: while most nodes have only few
neighbors, there are also a few highly connected ‘hubs’ with a large number of neighbors.

A path between two nodes is a sequence of links connecting the two. The minimum number of links needed to connect the two is called ‘shortest
path length’ and represents their ‘network distance’.

Centrality measures exist for both nodes and for links and quantify their topological importance within the network. There are different types of
centrality measures, e.g. the ‘degree centrality’ (simply given by the degree) or ‘betweenness centrality’ (quantifying how many shortest paths of
the full network cross through a certain node).

Clustering describes a tendency observed in many biological (and other) networks that two neighbors of a node are often also connected to each
other, thus forming a triangle.

Motifs are small recurrent subgraphs in a network that occur particularly frequently.

Network communities are groups of tightly interconnected nodes that have more connections among themselves than to the rest of the network.
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genes associated with the same disease have been found
to interact with each other more frequently than ex-
pected by chance [21]. This observation has been
verified systematically for a large number of diseases
[16], thus confirming a fundamental hypothesis of
interactome-based approaches to human disease,
namely that disease genes tend to cluster within so-
called disease modules. Such disease modules are

connected subgraphs of the interactome that contain all
molecular determinants of a certain disease. The first
step towards elucidating the biological mechanisms of a
disease in a network-based framework is therefore to
identify the respective disease module.

Interactome-based gene prioritization
In recent years, a plethora of disease-module identifi-
cation methods have been proposed that explore the
local network neighborhood around known disease-
associated genes (‘seed genes’) to infer likely new dis-
ease gene candidates [22]. They can roughly be classi-
fied into three main categories: (i) Path-based approaches
consider the genes along the shortest paths between the
known disease genes as potential candidate genes.
These candidate genes can then be further ranked, for

example according to the number [23] or significance
[24] of paths they participate in, or filtered such that
they form a minimal connected subgraph, a so-called
Steiner-tree [25]. (ii) Dynamical approaches aim to iden-
tify candidate genes by propagating known disease as-
sociations using dynamical models, for example diffusive
processes, where the network neighborhood around
seed genes is scanned by simulating random walks along
the links [26e29]. Genes that are visited more
frequently are considered dynamically closer to the seed
genes and therefore ranked higher. (iii) Connectivity-based
approaches algorithms rank candidate genes according to

their number of links to seed genes [30e32].

Relationship between diseases
Considering the highly connected interactome, it is
apparent that diseases can rarely be understood as in-

dependent entities. Uncovering such relationships be-
tween diseases systematically can help us understand
how different pathological phenotypes are linked
together at the molecular level and shed light on disease
comorbidity, i.e. the observation that certain groups of
diseases frequently arise together [33]. Indeed, a large-
scale evaluation of shared gene associations revealed a
highly connected ‘diseaseome’, in which more than 500
diseases form a giant component and more than 800
diseases have at least one link to another disease [34].
Other diseaseedisease networks have been constructed

based on shared metabolic pathways [35], phenotype
similarity [36,37], the structure of disease ontologies
[38] or comorbidity extracted from patient records
[39,40]. In an interactome-based framework, the rela-
tionship between two diseases is represented by

overlapping disease modules, indicating that perturba-
tions causing one disease are likely to also affect the
other disease. A systematic study of over 44,000 disease
pairs revealed that the degree of this overlap is highly
predictive for the pathobiological similarity of diseases,
such that diseases with overlapping modules show sig-
nificant co-expression patterns, symptom similarity, and
comorbidity, while those that reside in separated inter-

actome neighborhoods are pathobiologically and clini-
cally distinct [16].

The considerable molecular-level overlap that has been
observed for many diseases pinpoints a limitation of
canonical disease classifications that, historically, are
largely based on clinicopathological evidence and often
categorized according to the organ system that the
disease primarily affects. Interactome-based method-
ologies could provide a more holistic framework for
disease classification based on molecular mechanism

[41].

Tissue-specific interactomes
The studies discussed above considered an integrated
interactome containing interactions that have been

identified using various techniques and were observed
under different experimental and biological conditions.
While such a global interactome provides invaluable
information for discovering general principles of disease-
associated network perturbations, it cannot account for
the cell-type or tissue-specific manifestations that
characterize many diseases. Directly measured context-
specific interactome networks are scarce, but can be
approximated by integrating more widely available
transcriptome or proteome information [42,43]. The
main idea is to use tissue-specific expression informa-
tion to filter the global interactome for interactions that

are feasible in a given tissue, i.e. both interaction part-
ners are present [44]. Consequently, the resulting
tissue-specific interactomes are generally smaller and
sparser. In line with the observation that essential genes
are more central in the global interactome, genes that
are expressed across many tissues (such as ‘house-
keeping’ genes) were found to form a core interactome
to which the more tissue-specific genes then attach,
thus forming tissue-specific peripheries [45e47]. A
comparison between the global and tissue-specific
interactomes further revealed that diseases typically

manifest in those tissues, in which the corresponding
disease-module is least fragmented [48]. Tissue-specific
interactome networks can therefore shed light onto the
detailed disease-associated rewiring events [49,50] and
considerably improve disease gene prioritization
[47,51,52].

Drugs in the interactome
From a network-based perspective, the action of drugs
can be interpreted similarly to the effect of disease-
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associated genetic variants, i.e. as a local perturbation of
the interactome. Many of the concepts and tools intro-
duced above can be therefore immediately applied in
the context of network pharmacology [53,54]. Several
studies of drug-target networks have shown that most
currently used drugs are less selective than previously
assumed and instead target multiple proteins [55,56].
These target proteins tend to be more highly connected

than random proteins, but less so than essential pro-
teins. Most drugs do not target the corresponding dis-
ease module as a whole, but only a small subset or
adjacent interactome neighborhood [57]. It was further
found that drugs whose affected interactome neigh-
borhood is closer to the disease module tend to be more
effective in the clinic. These insights could help in
selecting the most promising drug targets, for example
by prioritizing targets according to their topological
properties [58], as well as in designing multitarget drugs
that act specifically and directly on the respective dis-

ease module [54]. Another promising application of
interactome-based drugedisease relationships are ap-
proaches to drug repurposing, for example by system-
atically identifying diseases with shared molecular
mechanism that may be modulated by the same thera-
peutic intervention [59].

Conclusion
Interactome-based approaches to human disease have
matured considerably in the past few years, now
possessing both a firm theoretical fundament, as well as
a broad range of successful applications across all major
areas of human disease research. At the same time, the
interactome represents only one layer of relevant in-
formation. A pressing challenge on the way towards the
next generation of (network) medicine is to integrate
the ever growing amount of omics data (e.g., genomics,

epigenomics, proteomics, metabolomics, lipidomics).
Interactome-based, and more generally, network-based
approaches are inherently holistic and integrative, thus
offering unique opportunities in this endeavor.
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Glossary
Interactome A global network representing all molecular interactions

in a cell. In most cases, the term specifically refers to

physical interaction networks consisting mostly of

proteineprotein interactions, but also of protein-DNA or

protein-RNA interactions. More generally, the term

interactome may also be used to describe functional

interactions, such as genetic interactions.

Disease Gene Gene with a known disease association. Sometimes the

term is reserved to genes with a known mutant

genotype that causes an inherited disorder. More

generally, the term is used also for genes containing a

risk variant for complex diseases or other, more indirect

associations to a particular disease.

Candidate gene Gene with suspected role in the pathobiology of a

disease based on prior evidence. The goal of disease

gene prioritization methods is to identify the most

likely candidates.

Disease module The comprehensive set of cellular components

associated with a certain disease and their

interactions. More specifically, the term refers to a

connected subgraph of the interactome, whose

perturbation causes the disease. Network-based

disease module detection methods aim to identify

this subgraph, in analogy to gene prioritization

methods.

Context-specific interactomes Contain only interactions that occur in

a given biological context, such as cell-

type, tissue, or a specific disease

condition. Such interactomes are most

commonly obtained by filtering out

proteins that are not expressed in the

respective context.

Comorbidity The tendency of certain diseases to co-occur in the same

patient, suggesting shared underlying molecular

mechanisms.
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1.3 The multiscale organization of molecular complexity

I think the [21st] century will be
the century of complexity

Stephen Hawking (1942-2018)

Driven by recent technological advances, biomedical research is currently undergoing a profound
transformation towards a data-driven science. As we map out both healthy and disease states
in larger scale, higher resolution, and with greater affordability, biology is moving rapidly into
the era of big data. As shown in Section 1.2, network medicine primarily driven by the in-
teractome has achieved milestones in elucidating underlying molecular mechanisms for various
diseases. Over the past decades, novel PPI have continued to be mapped out through large-
and small-scale experiments, generating detailed maps of physical interactions among proteins
(Huttlin et al., 2017, 2021; Drew et al., 2021; Rolland et al., 2014; Luck et al., 2020). The latest
milestones in large-scale PPI mapping include the recent publications of two complementary
datasets, the Bioplex 3.01 (Huttlin et al., 2021) and the Human Reference Interactome (HuRI)2

(Luck et al., 2020), each resulting in over 118k and 90k interactions, respectively (Figure 1.1a).
Nevertheless, the PPI remains largely incomplete (Menche et al., 2015) and known large-scale
interactions are predisposed to biases based on methods of identification (Figure 1.1b). In addi-
tion, literature-curated PPIs collected from independent studies, which represent the majority
of the human interactome are heavily biased towards highly studied genes (Figure 1.1c) and
known disease causal genes (Figure 1.1d). With the multifaceted and dedicatedly orchestrated
nature of biological information transfer, the reliance of capturing molecular relationships on
a single layer network that is both incomplete and biased is therefore no longer adequate to
advance our understanding of health and disease states at the molecular level.

To overcome this issue, increasingly large volumes of data representing different types of rela-
tionships can be leveraged. Naturally, biological phenomena can be observed across both spatial
and temporal scales. These phenomena can be perceived as networks where relationships among
entities may occur within and across various scales, reflecting the many levels of organization.
They also play different roles in disease phenomena - from the social network among individuals
at the epidemiological level, the inter-tissue and -organ crosstalk in keeping metabolic balances,
to signalling and physical interactions at the molecular levels (Figure 1.2) (Sin & Menche, 2021).
In the context of Mendelian diseases where this thesis primarily focuses on, disease phenotypes
can be regarded as a failure in genetic information transfer in which a single mutation could
lead to a cascade of effects that results in devastating and diverse set of phenotypes. The het-
erogeneity of diseases with the same genetic basis cannot be explained via a ‘one gene, one

1https://bioplex.hms.harvard.edu/
2http://www.interactome-atlas.org/
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Figure 1.1: The development of protein-protein interaction databases. a Technological advancements
have enabled larger scale discovery of protein-protein interactions. However, the largest PPI database to
date only account for half of the proteome. Circle size indicates the number of interactions. b Different
methods for identifying PPIs (Y2H: yeast-two-hybrid, AP-MS: affinity-purification mass spectrometry)
and their characteristics and biases. The figure shows that affinity-purification mass spectrometry
methods (BioPlex database) are more capable of retrieving protein complexes aggregated in the
CORUM database. c Heat map showing the number of interactors of proteins ordered by the number
of publications associated with the proteins. d A subset of c focusing on genes involved in Mendelian
diseases. Both plots reveal that literature-curated PPIs (indicated in blue), representing the majority of
the reported PPIs, show a strong bias towards highly studied genes. This effect is significantly reduced
with large-scale interaction assays, such as the Human Reference Interactome (HuRI, labelled in purple).

Figure a and b are reprinted from (Huttlin et al., 2021) c⃝ Elsevier. Figure c and d are modified from
(Luck et al., 2020), c⃝ Springer Nature. The reuse of the figures is in accordance with STM permission
guidelines.

disease’ archetype that has previously been established (Beadle & Tatum, 1941; Cerrone et al.,
2019), suggesting that the intermediary layers of information (mis)transfer may play substantial
roles in modulating the disease phenotypes. This poorly understood process, together with the
mounting number of undiagnosed rare disease patients, have posed significant challenges in both
research and diagnostics (details discussed in Section 1.4). Consequently, efforts were made to
capture molecular interaction beyond physical interactions. Emerging -omics technologies have
enabled quantitative observation of events taking place from regulatory to metabolic levels,
which allow scientists to further dissect the interplay between molecular components and their
roles in disease aetiology at unprecedented details (Wong et al., 2021). Examples of compre-
hensive interactions resulting from such technologies include: (i) the measurements of genetic
dependencies which resulted in observable genetic interactions in both small and larger scales
(Costanzo et al., 2019; van Leeuwen et al., 2016; Kuzmin et al., 2018; van Leeuwen et al., 2017;
Costanzo et al., 2016); and (ii) the inference of regulatory activities modulating gene expression
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via co-expression networks (Seyfried et al., 2017; Pierson et al., 2015; Saha et al., 2017).

Figure 1.2: a Biological events naturally occur in a multiscale fashion, temporally and spatially.
These events can be measured through various readouts, which their relationships can be inferred. b
A mathematical representation of two individual simple networks. c Two interconnected networks,
represented in the supraadjacency matrix

Figure a was adapted from (Sin & Menche, 2021) c⃝ Cambridge University Press. Figure b was
modified from (Aleta & Moreno, 2019), c⃝ Annual Reviews. The reuse of the figures are according to
STM permission guidelines.

Not all knowledge has been or can be generated through high-throughput experiments. For
example, only 13.2% of all PPI data from the Human Integrated Protein–Protein Interaction
rEference database (HIPPIE)3 were validated by two largest proteome-wide PPI assays, i.e.,
the Bioplex or HuRI databases. The majority of information about genes and proteins charac-
terized throughout the past decades were conducted in independent studies and published as
scientific literatures. Efforts have been made to transform this knowledge computer-readable
via annotation in the form of ontologies and pathway databases (Mungall et al., 2017; Köhler
et al., 2014; Kibbe et al., 2015; Smith & Eppig, 2009; Ashburner et al., 2000). Definitions and
examples of such biological ontologies are overviewed in Section 1.1. These structured data
have enabled the quantification of similarity between entities based on their annotation, i.e.,
semantic similarity (Pesquita, 2017; Žitnik et al., 2013). Functional relationships inferred from
such computation has enabled the construction of genome-wide networks based on annotation
similarity such as gene functions (Pesquita et al., 2008), pathways (Aguirre-Plans et al., 2019;
Fabregat et al., 2018) and phenotypes (Goh et al., 2007; Haendel et al., 2015a; Yu, 2020). In
addition, population-level health records have also been used as a resource to redefine disease
relationships and comorbidity (Strauss et al., 2021; Hu et al., 2016; Jensen et al., 2014). These
relationships have been established as additional layers to investigate disease phenomena.

3http://cbdm-01.zdv.uni-mainz.de/ mschaefer/hippie/
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The multiscale nature of complex systems does not only introduce additional complexity through
the increased number of nodes in consideration, but also through their cross-layer interconnec-
tivity via additional edges. Further mathematical formulation was developed to express such
data. Fortunately, the inherent universality of such formulation to many complex systems have
attracted scientists across all domains to develop various representations (Kivelä et al., 2013;
Aleta & Moreno, 2019). As a result, ‘multilayer networks’ quickly became one of the fastest
growing sub-discipline in network science - owing to synergistic methodological developments
and characterization (Liu et al., 2020; Nicosia & Latora, 2015; De Domenico et al., 2016), and
also a tool for data integration (Valdeolivas et al., 2019; Cho et al., 2016; Himmelstein et al.,
2017; Cava et al., 2018; Huang et al., 2018). A framework of representation employed in this
thesis, which is outlined in the Methods section of the main manuscript (Section 3.1) is based
on the following formulation (also illustrated in Figure 1.2 b):

Consider two networks α and β, represented by tuples Gα = (Vα, Eα) and Gβ = (Vβ, Eβ) with
number of vertices |Vα| = m and |Vβ| = n, and number of edges |Eα| and |Eβ| respectively.
Mathematically, the relationship within each network is stored in adjacency matrices Aα ∈
Rm×m, and Aβ ∈ Rn×n, respectively. To describe interlayer adjacency, additional matrices
Cαβ ∈ Rm×n and Cαβ ∈ Rn×m are introduced to store inter-connectivity of vertices for α → β

and β → α, respectively, i.e. cij
αβ = 1 if there is a link connecting node i in layer α to node j

in layer β. Several representations exist to depict both intra- and interlayer adjacencies (Kivelä
et al., 2013). A convenient and yet powerful representation is the supra-adjacency representation
where existing tools and frameworks described for matrices that represent monolayer networks
can be immediately applied. In such representation, the supra-adjacency (S ∈ R(m+n) × (m+n))
of the network layers introduced above is given by:

S =
(

Aα Cβα

Cαβ Aβ

)

In the context of this thesis, where different layers reflect gene-centric relationships and all
layers therefore represent the same amount of nodes, i.e., genes, such networks are convention-
ally known has ‘multiplex networks’. The supra-adjacency implementation allows multilayer or
multiplex networks to be viewed as one ‘supra-graph’. This enables methodologies for network
characterization and propagation introduced in Section 1.1 to be readily applied. In such a
setting, cross-layer propagation allows network-based approaches to be established as a data
integration tool for tasks such as gene prioritization (Valdeolivas et al., 2019) or drug repur-
posing (Ruiz et al., 2021). However, there remains open questions such as whether integrating
more information immediately translates into better mechanistic understanding of the system
or improve the accuracy of the prioritization. A crucial part of the thesis is the evaluation of
significance of biomolecular network layers as well as how to integrate such data to recapitu-
late the information transfer in the system. In Section 3.1, a methodological framework was
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constructed to address such issues. We applied the concept of disease modules to quantify the
relevance of different network layers. This allows us to incorporate context awareness into a
multilayer network propagation algorithm which was demonstrated to significantly improve the
accuracy of disease gene identification in a large rare cohort of rare disease patients.
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1.4 Rare diseases

When you hear hoofbeats behind
you, don’t expect to see a zebra

Theodore E. Woodward
(1914-2005)

The analogy (along with its numerous variations) accredited to a medical professor Theodore
Woodward in the 1940s has widely become common practices in medical diagnosis (Dickinson,
2016). For a medical practitioner to diagnose a patient presented with a set of symptoms, this
means that they first think of common diseases. Albeit sensibly so, this practice has neglected
a group of patients who are affected by rare diseases. It can take years, or in unfortunate
cases, the patients’ entire lives to receive correct diagnoses and treatment, even with recent
advancements in clinical diagnostics (Graessner et al., 2021). And unlike the name suggests,
the collective number of rare disease patients can pose a tremendous challenge to the healthcare
sector. Clearly too many zebras were mistaken as horses.

Rare diseases, as defined by the EU, are diseases with a prevalence of less than 1 in 2000 (Rode,
2005). To date, over 7,000 rare diseases are known (Figure 1.3), and collectively they affect up
to 8% of the population. Approximately 36 million people in the EU are or will be affected
by one of these diseases (Julkowska et al., 2017). To put into perspective, this is an equivalent
number to the population suffering from diabetes (Tamayo et al., 2014). The difference is that
rare diseases are extremely diverse in terms of phenotypes and causalities, many of them have
severe or multi-organ symptoms, half of them affect children, and many are left undiagnosed.

Throughout the development of molecular biology, techniques developed in laboratories have
quickly turned into diagnostic tools (Figure 1.3) (Hartley et al., 2020; Lalonde et al., 2020).
This started at the era of optogenetics in the discovery of trisomy of chromosome 21 as a
cause of Down syndrome (Jacobs et al., 1959) during the 1950s, following the karyotyping of
human chromosomes (Ford & Hamerton, 1956). A few decades later, with the discovery of
restriction enzymes, known as ‘molecular scissors’ (Nathans & Smith, 1975), scientists were
able to manipulate the genetic molecules directly, the era of DNA-based diagnostics has begun.
These discoveries have contributed to the recent development of high-throughput sequencing
used in modern day practices. Many Mendelian diseases are caused by a single mutation, the
single nucleotide variation (SNV), and the vast majority ( 85%) of them are believed to lie in the
exome - the protein coding regions that contribute to 1-2% of the genome (Botstein & Risch,
2003). With higher cost efficiency compared to whole genome sequencing, technologies such
as panel sequencing and later exome sequencing have promptly been integrated into current
diagnostic pipelines (Figure 1.3b). This has enabled the screening of all rare and functional
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variants that individuals may possess, and identified the causality in many diseases (Yang et al.,
2013; de Ligt et al., 2012). Despite this technological leap, it is estimated that the diagnostic
yield of rare disease patients undergoing exome sequencing is only around 40% (Wright et al.,
2018). This number falls in the same range as the information from our local statistics from
the Ludwig Boltzmann Institute for Rare and Diagnosed Diseases (LBI-RUD), Austria’s leading
research institute for rare disease diagnostics and therapeutics (Figure 1.3b). With nearly half
of the patients undiagnosed, efforts have been made to reanalyze the data via pooling of patients
from multiple cohorts, use of different variant thresholding, apply practices of data sharing and
structured data storage and analyses (Zurek et al., 2021; Matalonga et al., 2021).

With around 4 million genetic variations in a genome (or about 20 thousands in an exome)
(Wright et al., 2018), it is needed to further narrow down the list is to identify rare and putative
pathogenic variants, a process known ad variant prioritization. Various tools are typically used
in combination to evaluate the likelihood of variant pathogenicity. Table 1.1 lists tools employed
in the Genome-Phenome Analysis Platform (GPAP) of the RD-Connect Project to identify rare
and likely pathogenic variants. This is a two-stage approach: First, identifying rare variants by
comparing variants detected in a patient with a pool of references, typically aggregated from
exome or whole genome sequencing of healthy individuals (1000 Genomes Project Consortium
et al., 2015; Karczewski et al., 2020). Variants with allele frequency (AF) of less than 1% is
typically classified as rare. Second, identified rare variants undergo pathogenicity prediction.
This usually involves information on protein structure and stability as well as conservation of
the homologous sequences across multiple species, or a combination of different metrics into a
single score (Adzhubei et al., 2013; Rentzsch et al., 2019; Schwarz et al., 2014; Ng & Henikoff,
2003). These criteria are not standardized and different diagnostic laboratories adopt different
cutoffs in their routines. Figure 1.3c illustrates the diagnostic pipelines as well as the estimated
number of variants remaining for each step.

After prioritizing for rare and potentially pathogenic variants, there remain on average 400
variants that met the stringent criteria (Wright et al., 2018). At this level, additional informa-
tion such as mode of inheritance, family history, as well as phenotype information and other
evidences are incorporated to further narrow down the list of potential causal variants. In
addition, resources and platforms such as RD-Connect4 (Thompson et al., 2014; Zurek et al.,
2021) for storing and sharing genetic information and PhenomeCentral5 (Buske et al., 2015) for
matchmaking patients with similar phenotypes, have enhanced global data sharing and stan-
dardizing clinical annotation (Köhler et al., 2017; Mungall et al., 2017). Furthermore, screening
platforms have been developed on cellular and model organism level to facilitate experimental
validation and accelerate the discovery of novel treatments. The International Mouse Phenotyp-
ing Consortium (IMPC)6 aims to address the lack of knowledge regarding gene functions and

4www.rd-connect.eu
5https://www.phenomecentral.org
6www.mousephenotype.org
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Figure 1.3: Rare disease timelines, statistics, and variant prioritization. a The timeline of
scientific, technological and translational advancement in genetic diagnostics. The left column shows basic
discoveries and techniques that have later been translated into biomedical diagnostics. The grey boxes
mark major epochs based on diagnostic technologies at the time, from chromosomal and metabolic-based
(before 1970s) to low-throughput DNA-based molecular diagnostics (1970s-2000s), and high-throughput
sequencing (present), respectively. The timeline was compiled based on (Hartley et al., 2020; Lalonde
et al., 2020). b Infographics of rare disease statistics. Top: there are over 7,000 rare diseases, resulting
in a collective prevalence of 1 in 20 globally. Bottom: statistics from Austria’s rare disease research
institute, the Ludwig Boltzmann Institute for Rare and Undiagnosed Diseases (LBI-RUD). There are 300
patients who underwent clinical diagnosis. Notably, 40% of the patients remained undiagnosed. c An
example variant prioritization pipeline. Grey boxes mark techniques or filtering methods. Coloured
boxes represent number of variants at each step. Data were taken from (Wright et al., 2018). The
example criteria for frequency and pathogenicity filtering are based on high stringent threshold in the
RD-Connect Genome-Phenome Analysis Platform. It is notable that even after stringent filtering for rare
and likely pathogenic variants, there remain 400 variants on average where further contextualization and
prioritization are required to pinpoint the true causal variant.
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Resource Description Score range Deleterous cutoff
Allele Frequency

GnomAD Reference exomes and genomes of
over 100k individuals

0-1 <0.01

1000Genome Aggregated common genetic vari-
ation from healthy individuals

0-1 <0.01

Single Nucleotide Variant (SNV) Effect predictor
Mutation
Taster

Conservation and structure - Disease causing (D,A)

PolyPhen2 Conservation and structure 0 to 1 >0.453 (P,D)
SIFT Conservation 1 to 0 <0.05 (Damaging)
CaDD Combines multiple resources 0 to 35+ >20

Table 1.1: Two main steps in variant annotation for rare diseases. Databases and threshold criteria
based on the RD-Connect Genome-Phenome Analysis Platform: (1) Allele frequency: to identify rare
variants compared to reference population in the databases. (2) Pathogenicity prediction: to estimate the
degree of damaging effects of variants based on sequence conservation, and predicted effect of variants in
structural and functional domains of resulting proteins. Combinations of different tools and thresholds are
used in different diagnostic laboratories. Abbreviations: SNV = Single Nucleotide Variation; Mutation
Taster classes: D = disease causing, A = annotated and disease causing; PolyPhen2 classes: P = possibly
damaging, D = damaging.

pathogenicity by creating a genome- and phenome-wide ‘disease model’ catalogue of knockout
mice (Meehan et al., 2017; Perry, 2017). Consortia such as Solve-RD also developed platforms
where previously undiagnosed cases are catalogued and re-analyzed in light of new knowledge
and data (Zurek et al., 2021; Wright et al., 2018).

Several tools have been developed to exploit the success of genomic diagnostics and the increasing
amount of genotype-to-phenotype resources. This includes the utilization of cross-species phe-
notype and protein interaction information (Smedley & Robinson, 2015; Haendel et al., 2015b;
Robinson et al., 2014), the elevated gene expression level in relevant tissues (Feiglin et al., 2017;
Frésard et al., 2019), or the utilization of text mining to search the scientific literature for rel-
evant information (Birgmeier et al., 2020). However, as data grow in both variety and volume,
the questions that follows are (i) how to justify which data to be included in the discovery pro-
cess, and (ii) with data being heterogeneously stored and represented, and often with varying
quality, how to unify and integrate such data while (iii) enabling interpretability of the results.



2
Aims of the thesis

The rise of multifaceted molecular and phenotypic data (Section 1.3) opens up new opportunities
to complement the physical interactome (Section 1.2) with additional maps of molecular con-
nectivity for navigating disease relationships and understanding their underlying pathogenicity.
The aims of this doctoral thesis are to apply such data to the challenges of prioritization and
interpretation of rare disease causality (Section 1.4) through the following steps: First, we con-
struct networks based on heterogenous data types that represent different molecular layers and
characterize their topological properties. This is to assess whether the resulting networks are
redundant or complementary as well as whether they reflect intrinsic organizational principles
at different biological scales. Second, we quantify whether the disease modularities of groups of
rare diseases with similar phenotypical characteristics resemble those observed in common dis-
eases, and whether they are observed in other molecular scales beyond the interactome. This will
allow us to generalize a core concept of network medicine, disease modules, to be applied across
multiple scales of biological organization. Thirdly, with different disease groups showing various
levels of modularities across scales, we aim to incorporate this information into a network-based
disease gene prioritization algorithm where the level of propagation is varied based on the mod-
ularity level of the disease in a particular network. Additionally, this information also allows us
to elucidate the pathobiological mechanisms that are encoded in the modules of a particular rare
disease group. Next, we validate the predictive power of cross-scale disease modules through our
implemented informed propagation algorithm for disease gene identification and test whether
incorporating cross-scale network modularity leads to better performance than using individual
networks or all networks in uninformed manner. This enables new network-based strategies for
identifying and integrating the most relevant datasets for a particular biological application.
Finally, we apply the framework to aid in the genetic diagnosis of individual patients using a
cohort of patients suffering from rare neurological diseases.
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To achieve the goals of using networks both as a tool for data integration and interpretation, we
constructed multiplex networks from public resources, representing six major biological scales
from genetic interactions to phenotypic similarities, and consisting of over 20 million gene re-
lationships. A comprehensive comparison between the networks from different biological scales
reveals that they offer distinct information that can help compensate for technological and ex-
perimental biases, as well as for incompleteness of individual layers. Moreover, we show that
the so-called ‘disease modules’, the tightly connected subnetwork among genes causing the same
disease initially identified on the interactome, are differentially clustered across different network
scales. Disease genes appear to cluster more strongly, which results in more apparent modules,
on the network layers that reflect pathobiological mechanisms of the disease. Next, we quantified
this network modularity score and implemented a mathematical framework to predict poten-
tial causal genes in rare diseases, the task that have been proven challenging due to the data
scarcity. The ‘informed multiplex network propagation’ developed in this manuscript has been
extensively tested on data from independent cohorts of patients characterized by intellectual
disability to prioritize their causal genes. The framework correctly identified true causal genes
in the patients more accurately compared to methods utilizing only one network layer, or all
networks layers in an uninformed way. Overall, the results presented in this manuscript not
only further the fundamental understanding of how genomic aberrations impact various levels
of organization, but also offer a novel platform to systematically explore the molecular origins
of rare diseases.
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Rare genetic diseases are typically caused by a single gene defect. Despite this clear causal

relationship between genotype and phenotype, identifying the pathobiological mechanisms at

various levels of biological organization remains a practical and conceptual challenge. Here,

we introduce a network approach for evaluating the impact of rare gene defects across

biological scales. We construct a multiplex network consisting of over 20 million gene

relationships that are organized into 46 network layers spanning six major biological scales

between genotype and phenotype. A comprehensive analysis of 3,771 rare diseases reveals

distinct phenotypic modules within individual layers. These modules can be exploited to

mechanistically dissect the impact of gene defects and accurately predict rare disease gene

candidates. Our results show that the disease module formalism can be applied to rare

diseases and generalized beyond physical interaction networks. These findings open up new

venues to apply network-based tools for cross-scale data integration.

https://doi.org/10.1038/s41467-021-26674-1 OPEN

1 CeMM Research Center for Molecular Medicine of the Austrian Academy of Sciences, Lazarettgasse 14, AKH BT 25.3, 1090 Vienna, Austria. 2 Department
of Structural and Computational Biology, Max Perutz Labs, University of Vienna, Campus Vienna BioCenter 5, 1030 Vienna, Austria. 3 Ludwig Boltzmann
Institute for Rare and Undiagnosed Diseases, Lazarettgasse 14, AKH BT 25.3, 1090 Vienna, Austria. 4 Department of Neurology, Medical University of
Vienna, Währinger Gürtel 18‐20, 1090 Vienna, Austria. 5 Faculty of Mathematics, University of Vienna, Oskar-Morgenstern-Platz 1, 1090 Vienna, Austria.
✉email: joerg.menche@univie.ac.at

NATURE COMMUNICATIONS |         (2021) 12:6306 | https://doi.org/10.1038/s41467-021-26674-1 | www.nature.com/naturecommunications 1

12
34

56
78

9
0
()
:,;



Over the past 2 decades, rapid advances in DNA sequencing
technology allowed us to uncover the genetic basis of over
6000 rare diseases1–3. In contrast to common diseases,

which are typically characterized by a complex interplay between
multiple genetic and environmental factors, rare diseases can often
be pinpointed to a single genetic lesion. Rare diseases thus offer
unique opportunities to mechanistically dissect the relationship
between genetic aberrations and their phenotypic consequences,
which can then inform targeted treatment strategies. For individual
rare diseases, this potential for a molecularly rooted, personalized
medicine could already be demonstrated, for example in rare
immunodeficiencies4–6, neurodevelopmental7,8, and metabolic
disorders9,10. At the same time, the costs and extended timelines of
these individual efforts also highlight the need for novel, systematic
approaches for investigating the large number of rare diseases that
still remain uncharacterized. To this end, several practical and
conceptual challenges need to be overcome:
First, rare disease phenomena cover a wide spectrum, from highly

cell-type or organ-specific phenotypes to heterogeneous, syndromic
diseases that affect the whole body. Our understanding of how a
genetic aberration impacts various scales of biological organization
between genotype and clinical phenotype is very limited. Second, the
enormous complexity within and between different organizational
scales, such as the transcriptome, proteome, intra- or intercellular
communication, also poses important technical challenges: How can
we identify and integrate the most relevant data? Third, the rarity of
many conditions with monogenic origins implies that data are
usually scarce. Traditionally, rare diseases have been studied fol-
lowing a one-gene, one-pathway, one-disease paradigm. A sys-
tematic approach for transferring knowledge from one rare disease
to another, and for investigating differences and commonalities
between different diseases, is still missing.
In this work, we propose a network-based framework for

systematically investigating rare diseases that addresses these
challenges, and, in turn, use the large number of rare diseases
with a well-described genetic origin to deepen our understanding
of disease-associated perturbations of molecular networks. Spe-
cifically, we introduce a multiplex network approach for inte-
grating different network layers that represent different scales of
biological organization ranging from the genome to the tran-
scriptome and the phenome. A systematic characterization of the
network signatures of all rare diseases with known genetic causes
allowed us to identify the connectivity patterns that determine the
importance of a particular scale of biological organization for a
given rare disease. Finally, we explored how these systems-level
insights may help contextualize individual genetic lesions,
investigate the impact of disease heterogeneity, and be translated
into clinically actionable tools for the genetic diagnosis of rare
disease patients with unknown gene defects.

Results
Constructing a gene network bridging molecular and pheno-
typic scales. Rare diseases affect many scales of biological orga-
nization which, conversely, may provide valuable information for
elucidating a particular gene defect. At the genetic level, for
example, interplay between genetic variants can modulate phe-
notypic outcomes11 or even completely rescue disease-associated
variants12. At the protein level, members of the same complex or
pathway are often implicated in similar phenotypes13,14 and
expression patterns of a particular gene can reveal affected cell
types and tissues15–17. Finally, phenotypic similarities with
known human or animal model gene defects can guide the
annotation of genetic variants with unknown consequences18.

To integrate these diverse relationships into a unifying, gene-
centric framework, we constructed a multiplex network

comprised of several layers: The nodes in each layer represent
genes, the links represent their respective relationship at a
particular scale of biological organization, ranging from direct
interactions between gene products at the molecular level to
phenotypic similarity of associated diseases at the phenotype level
(Fig. 1a, b). We compiled information from seven databases and,
where appropriate, applied a range of techniques for extracting
gene relationship, such as bipartite mapping, ontology-based
semantic similarity metrics and correlation-based relationship
quantification, as well as filtering based on both statistical and
network structural criteria19 (Fig. 1c, d and Supplementary Figs. 1
and 2, see Methods for details). The resulting multiplex network
consisted of 46 layers containing over 20 million relationships
between 20,354 genes (Supplementary Data 1 and 2). The
relationships represent six major biological scales: (i) The genome
scale, where links represent genetic interactions derived from
CRISPR screening in 276 cancer cell lines20. (ii) The transcrip-
tome scale, where interactions represent co-expression, i.e., co-
variability of gene transcription levels indicative of higher-level
regulatory mechanisms. We included both pan-tissue and tissue
specific networks derived from RNA-seq data across 53 tissues in
the GTEx database17. (iii) The proteome scale, where links
represent physical interactions between gene products obtained
from the HIPPIE database21. (iv) The pathway scale, where links
represent pathway co-membership derived from the REAC-
TOME database22. (v) The scale of biological processes and
molecular functions, where links represent similar functional
annotations derived from the Gene Ontology23. (vi) The
phenotypic scale, where links represent similarity in annotated
phenotypes derived from the Mammalian and Human Phenotype
Ontologies (MPO and HPO)24,25.

Characterizing the network architectures across biological
scales. To characterize the resulting cross-scale gene relationships,
we first quantified the global similarity between all pairs of net-
work layers A and B by the overlap of their respective sets of
edges E: SAB ¼ jEA \ EBj=minðjEAj; jEBjÞ. The highest similarities
were found within the transcriptomic scale: co-expression net-
works of different tissues have an overlap of up to S ¼ 0:49
(between brain tissues), compared to an average similarity of S ¼
0:05 between networks of other scales. A major contribution to
this elevated similarity is given by a core of links that is preserved
across multiple tissues. We found that the proportion of links that
connect essential genes increases with the number of tissues in
which a particular link is present (Fig. 1e). This suggests that the
common core is related to essential housekeeping activities. To
represent pan-tissue and tissue-specific interactions separately, we
extracted broadly preserved co-expression edges and considered
them as a separate core transcription network layer, consisting of
12,364 nodes and 1,062,924 edges (Supplementary Fig. 1c, d,
Methods). We further combined redundant tissue types, resulting
in a final set of 38 tissue-specific networks used in the down-
stream analyses (Fig. 1f, Methods, Supplementary Data 3). These
tissue-specific networks still form a recognizable cluster within
the multidimensional scaling (MDS) projection of the relative
similarities between all networks (Fig. 1g). The differences
between tissues, however, are comparable with differences to
networks of other scales (median similarity among tissues:
S ¼ 0:043; similarity to other scales: S ¼ 0:018). The clear
separation between most network layers (median similarity
S ¼ 0:033) indicates that each layer contains unique information
(Supplementary Fig. 3b). At the same time, a comparison with
randomized networks reveals that a significant amount of inter-
actions are preserved across levels of organization (Supplemen-
tary Fig. 3c, d), as shown by a significant similarity for 96.5% of
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all network pairs (empirical p-value < 0.05, see Methods). Finally,
we noticed that the relative position of all network layers in
Fig. 1g suggests a representative role for the protein–protein
interaction (PPI) layer, which is located in a central position and
close to the layers that directly encode phenotypic similarities.
We next compared the networks at the different biological

scales in terms of five structural characteristics: genome coverage,

overall connectivity, clustering, assortativity and literature bias
(Fig. 1h, Methods). The results revealed a wide structural
diversity: The network layer with the highest genome coverage
is the PPI scale, covering 17,944 proteins. This is due to the
combination of a large number of literature curated small-scale
experiments and several large-scale screening efforts. Such
systematic, genome-wide measurements also underlie the high
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coverage of the transcriptomic layers (with a total number of
N= 17,432 genes across all tissues, and an average number of
10,527 genes per tissue, Supplementary Fig. 1d, see Methods for
the filtering processes). Our incomplete understanding of how
these molecular interactions translate into biological processes,
however, is indicated by the low coverages observed among the
functional and phenotypic levels (N= 2407 and 3342 for the
molecular function and HPO networks, respectively). The high
connectivity and clustering among these functional layers, in
turn, is the basis for their predictive power for transferring gene
annotations within functional clusters11,20 (e.g., edge density=
1:13 ´ 10�2 and clustering= 0.73 for the co-essentiality network).
The PPI represents the sparsest network (edge density=
2:359 ´ 10�3; average density across all layers= 7:76 ´ 10�3),
which, in part, reflects the incompleteness of currently available
data26. Curiously, the PPI is the only network in our collection
that exhibits a (modest) level of disassortativity (r ¼ �0:08), i.e.,
a tendency of hubs to connect preferentially to low-degree nodes,
a property that was previously suggested to be a universal feature
of biological networks27. Disassortativity may arise when the
neighbors of high-interest nodes are mapped out more exten-
sively than the interaction partners of these neighbors. For the
PPI, this is likely to be the case in network data curated from
hypothesis-driven, small-scale experiments, but can also occur in
unbiased large-scale efforts (Supplementary Fig. 3e, f, Methods).
A further characterization of curated and unbiased subsets of the
PPI (Supplementary Fig. 4a, b, Methods) revealed that the
relatively high literature bias present in the PPI, as measured by
the correlation between the degree of a protein and the number of
associated publications (Spearman’s ρ= 0.59, Supplementary
Fig. 4b), is largely driven by its curated subset, which represents
87% of the full PPI. This emphasizes that despite recent efforts
towards unbiased, high-throughput protein–protein interaction
screening, a large fraction of the currently available PPI network
information still reflects the reductionist, hypothesis driven
research paradigm where new knowledge preferentially accumu-
lates around proteins with an already known important function.
This literature bias is notably absent in all other network layers.
In summary, the structural diversity observed among the

individual network layers reflects both organizational principles
intrinsic to a particular biological scale, as well as technical or
historical details pertaining to the curation process of the
underlying database (Supplementary Fig. 4c–f). We expect that
this diversity further corresponds to complementary pieces of
information contained in the different biological scales, collec-
tively increasing their potential to drive novel insights into the
relationships between rare disease genes.

Identifying cross-scale network signatures of rare diseases. To
investigate the connectivity patterns among rare disease genes, we
collected 3953 genes associated with 3771 rare disease terms from

the Orphanet database, the largest rare disease ontology and
resource for genetic associations (Supplementary Data 4). Col-
lectively, rare diseases represent an extraordinarily rich resource
of causative genetic aberrations and their phenotypic con-
sequences. For individual rare diseases, however, the situation is
the opposite: Over 3501 diseases in the Orphanet database
(~93%) are associated with fewer than five genes. This represents
a major challenge for systematic, comparative rare disease
research in general, and for network-based approaches in parti-
cular: Network approaches are based on the fundamental obser-
vation that genes associated with the same disease are not
scattered randomly in molecular networks, but aggregate in
disease-specific neighborhoods or “disease modules”26,28. How-
ever, the incompleteness of currently available network maps sets
a lower bound for the number of genes that can be recognized as
a connected module. This minimal number was estimated to be
around 20 for the PPI network26, so that individually, only few
rare diseases have a sufficiently large number of associated genes.
We hypothesized that the disease module concept can be

generalized to groups of rare diseases with closely related
phenotypes. Collectively, these related rare diseases could thus
reach the required minimum number of genes to form a
recognizable disease module (Fig. 2a). To test this hypothesis,
we used the hierarchical classification of rare diseases within the
Orphanet Disease Ontology to aggregate rare diseases with
similar phenotypes and collect all genes associated with their
corresponding descendant terms. We identified a total of 26 rare
genetic disease groups that are sufficiently broad or well-studied,
respectively, to result in a number of associated genes required for
network module approaches (i.e., more than 20), while retaining
the pathophysiological specificity of rare disease phenotypes
(Supplementary Fig. 5a). The disease groups range from smaller
groups, such as RASopathy (ORPHA:536391) or rare genetic
vascular diseases (ORPHA:233655) (with 20 and 22 associated
genes, respectively), to large groups with over 1000 associated
genes, such as rare genetic neurological disorder (ORPHA:71859)
or rare developmental defect during embryogenesis (with 1649
and 1598 associated genes each). The average number of genes
per disease group was 339 (Fig. 2b and Supplementary Data 5).
Despite the wide range in the total number of associated genes
per disease group, the average number of genes per disease term
remains comparable across all disease groups, thus ensuring
similar levels of disease specificity across the disease domain. In
addition, there is only little overlap between the disease terms
contained in the different groups, with 90.5% of all disease pairs
being distinct (Jaccard Index < 0.1), indicating that the groups
provide non-redundant disease definitions (Supplementary
Fig. 5b).
We first inspected the network localization of the aggregated

rare disease groups within two-dimensional network embeddings
obtained from the node2vec algorithm29, which aims to preserve

Fig. 1 Construction and characterization of the cross-scale multiplex network. a Data resources for the major biological levels of organization represented
in the multiplex network. b The multiplex network consists of 46 network layers, each representing a particular type of gene relationships, ranging from
genetic interactions to phenotypic similarity. c Methods used for inferring networks: bipartite mapping was used to build gene relationships based on
common annotations, e.g., pathways; semantic similarity was used to define relationships based on annotation similarity; correlation analyses were used to
identify co-expression. d Weighted and dense networks were subsequently filtered based on structural network criteria for extracting the most relevant
interactions. e Co-expressed gene pairs found in a higher number of tissues tend to be essential, reflecting core cellular functions. Edges found in five or
fewer tissues were considered tissue-specific. f Full co-expression profiles are highly similar between tissues and thus redundant (lower triangle). The
removal of core transcription profiles reveals tissue-specific patterns of the co-expression networks (upper triangle). g The multi-dimensional scaling
(MDS) plot based on edge overlap similarity of all networks shows a clear distinction between major types and subtypes of the network layers. h Major
network characteristics for all considered network layers: number of nodes edge density, global clustering, assortativity and social bias, as measured by the
correlation between node degree and number of associated publications. The values of the 38 individual co-expression networks are shown in the form of a
distribution.
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network distances between nodes (Supplementary Fig. 5c,
Methods). Fig. 2c shows the resulting network landscape of the
human phenotypic network with four rare disease groups
highlighted: rare bone, immune, hematologic and neurological
diseases (the complete landscape of all diseases in all networks
can be explored via our MultiOmeExplorer web app:
www.menchelab.com/MultiOmeExplorer, see also Supplementary
Fig. 6). We found that all four disease groups localize within
specific network neighborhoods. Given that the HPO network is
based on phenotypic similarity of individual gene defects, this
localization confirms that aggregating diseases based on disease
ontology relationships indeed leads to groups of phenotypically
related diseases. We further noticed that the different disease
groups cover network areas of varying size, from highly localized
immune diseases to more broadly spread neurological diseases. In
part, this spread can be attributed to the larger number of genes
associated with the latter disease group. More generally, it may
reflect varying degrees of coherence and specificity among the
phenotypic manifestations of the diseases represented within a
particular group. The close relationship between the spread of
disease-associated perturbations within molecular networks and
the heterogeneity of clinical symptoms has previously been shown
for complex diseases30. Similarly, the spread of the rare
neurological disease cluster recapitulates the high level of
comorbidities observed among affected patients. Finally, we
noted that the proximity between neighborhoods is indicative of
disease similarity, e.g., between rare immune and hematologic
diseases, where the interplay between blood and immune system
often leads to similar phenotypes.
We next inspected the network signatures of rare disease

groups across different network layers. Figure 2d shows that rare
genetic cardiac diseases are strongly localized on a heart-specific
co-expression network (heart right ventricle; HRV) and the
human phenotypic similarity network (HPO). The more
dispersed signals on the PPI network and the network of shared
biological processes (GO:BP), on the other hand, suggest that the

respective genes might be involved in a broad range of molecular
processes that cannot be adequately depicted in a two-
dimensional projection.

Quantifying network modularity of rare diseases. The results so
far indicate that the concept of disease modules, observed widely
across complex diseases on PPI networks, can also be generalized
to groups of rare diseases and to other network data representing
relationships beyond the molecular scale of PPIs. Based on the
heterogeneous degrees of modularity for different diseases and
networks observed above, we further hypothesized that the degree
of modularity can be related to the degree of relevance of the
underlying information to a particular disease phenotype. To
investigate this hypothesis and further dissect the characteristics
of rare disease modules across biological scales, we systematically
assessed all rare disease groups across all network layers. We
quantified the level of modularity by the significance of the size of
the largest connected component (LCC) of disease genes on a
given network, as measured by the corresponding z-score com-
pared to random gene sets (Fig. 3a, Methods). Figure 3b shows
the module significance for all rare disease groups on all network
layers summarized in one heatmap. We observed a high degree of
differential modularity, i.e., the levels of localization vary greatly
between disease groups and network layers. The largest number
of significantly localized rare disease groups are found on the PPI
network, the phenotypic networks (HP, MP), the core tran-
scription network, and the network of shared biological processes.
This consistent localization across a wide range of rare diseases
confirms the existence of disease modules also for rare diseases. In
contrast to the core transcription layer observed to be relevant
across multiple disease groups, the tissue-specific co-expression
networks provide a more disease-specific picture with unique
signatures that reflect the molecular mechanisms that underlie a
particular disease group on a given tissue. For example, the wider
localization pattern of rare neurological disease genes in the

Individual
G

rouped

1 10 100 1000

0

1000

2000

0

2

4

6

Genes per disease term

N
um

be
r 

of
 te

rm
s

Fragmented 
nodes

Observable 
modules

a c

d

Fig. 2 Rare disease grouping and network mapping reveal network- and disease-specific connectivity patterns. a Rare genetic diseases are typically
associated with only a few genes and therefore remain fragmented on molecular networks. Grouping rare diseases by phenotypic similarity can overcome
data scarcity and result in identifiable disease modules, thus allowing for further network-based inspection. b Voronoi treemap showing the 26 rare genetic
disease groups used in this study. The size of each disease group is proportional to the number of associated genes. c Network landscape obtained using
the node2vec embedding algorithm. Network distances between genes are preserved in the embedding and illustrate differential modularity of different
rare disease groups on the Human phenotype similarity network layer. The bright dots represent disease associated genes and the blue contour map
represents all genes in a network. d Localization of the rare cardiac disease group on different network layers.
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phenotypic landscape observed in Fig. 2c corresponds to their
significant modularity across co-expression networks in a wide
range of tissues, which, in turn, reflects the often syndromic and
heterogeneous phenotypes of these diseases.

Using differential modularity to contextualize rare disease gene
clusters. The individual layers within the cross-scale network
capture different pathobiological mechanisms. The observed dif-
ferential modularities can thus offer insights into the disease
etiology specific to a particular layer. For example, rare genetic
gastroenterological diseases, a disease group consisting of 92
disease terms with 140 associated genes, were found to be sig-
nificantly localized on five network layers (Fig. 4). Detailed
inspection and enrichment of these submodules (Supplementary

Fig. 6a, b, Methods) enables us to interpret the disease char-
acteristics within each layer: We found that genes causing the
Bardet-Biedl syndrome (BBS) form pronounced clusters in the
phenotypic and PPI layers. Together with the absence of mod-
ularity in other layers, this pinpoints that the emergence of this
particular disease phenotype is mainly determined by interactions
at the protein level, while co-essential, functional or pathway
levels play less important roles. This observation is supported by
our current knowledge of BBS pathological mechanisms: The
proteins encoded by BBS genes form a complex crucial for
transporting vesicles to cilia, a process whose defect is suspected
to be a major cause of BBS31. At the same time, these proteins are
of diverse functional character32 and involved in disparate
pathways33, explaining the lower modularity on the respective
network layers.

Fig. 3 Multiplex network modularity of rare disease groups. a Pipeline for disease module significance assessment. The size of the largest connected
component (LCC) for genes associated with rare genetic disease groups collected from Fig. 2 were used to determine network relevance. b The heatmap
shows the modularity of all rare disease groups across all network layers as measured by the respective module size significance (p < 0.05: *, p < 0.01: **,
p < 0.001: ***; p < 0.0001: ****, Benjamini–Hochberg corrected empirical p-values determined by node randomization, see Methods). In the tissue-specific
network layers, only selected disease groups display pronounced modularity, often recapitulating known mechanisms and tissue specificities of particular
rare diseases, but also revealing novel relationships. Network layers containing relationships that are relevant across biological levels of organization, such
as protein–protein interaction, phenotypic and functional similarity networks, also display modularity across a wide range of disease groups.
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We also observed differential modularity among rare cancer-
related disorders. Pancreatic carcinoma genes are involved in
various apoptotic processes and significantly connected on both
protein and pathway levels, highlighting the BAX and survivin
protein complexes, and FGFR1, SCF-KIT, and PGDF signaling
pathways, respectively. Modulation of gene expression involved in
these processes has been reported to play a key role in pancreatic
tumor growth34,35. Moreover, genes involved in cancers of
gastrointestinal tracts (esophageal, gastric and colorectal cancer)
form a strong cluster on the esophagus co-expression network,
revealing their interconnected roles at the gene regulatory level.
Another notable cluster among rare gastroenterological

diseases is given by the Shwachman-Diamond syndrome: 90%
of all patients have a mutation in the SBDS gene, which is known
to be involved in ribosome maturation, but otherwise poorly
annotated. Recent studies indicate that the remaining 10% of
patients with similar disease phenotypes have mutations in other
genes involved in ribosome biogenesis36,37. The interactions
between these genes and SBDS are only captured in the genetic
(co-essentiality) and the transcriptomic (co-expression) layers.
These observations pave the way for a detailed mechanistic

interpretation of how different network layers contribute to the
etiology of individual rare diseases, as well as for identifying
mechanisms that are shared among phenotypically related rare
diseases.

Modularity as quantification of pathobiological relevance. Our
findings suggest that the significance of the network localization
of rare disease genes on a particular layer of the cross-scale net-
work may be used to quantify the pathobiological relevance of the

respective level of biological organization for the disease. The
information in Fig. 3b could thus be interpreted as a network-
disease relevance score (π) for distinguishing information that
truly reflects the system of interest from unrelated information
and potential noise. Specifically, we hypothesized that if the
associated genes of a disease group are significantly connected on
a particular network, then the network has predictive power for
discovering novel genes associated with the disease. In contrast, if
the genes are scattered on a particular network, then it is likely
uninformative for the discovery process. To test his hypothesis,
we developed an informed multiplex network propagation algo-
rithm, in which the overall probability pm to visit a given layer m
out of all L layers, pm ¼ ∑L

i¼1pðijmÞ, is proportional to its
respective level of relevance πm, which can be achieved by
incorporating the detailed balance condition πmpðmjnÞ ¼
πnpðnjmÞ (Methods).
To validate the potential of this informed propagation

algorithm for disease gene discovery, we performed a 10-fold
cross-validation for the retrieval of associated genes for all disease
groups and assessed the performance through the area under the
receiver operating characteristic curve (AUROC, Fig. 5a). We
compared four different scenarios incorporating (i) only the
single most informative network (i.e., the one with the highest
number of significantly localized disease groups; here: the PPI),
(ii) the single most relevant network for each disease group
(Supplementary Fig. 7a), (iii) all networks and (iv) only the most
relevant networks (i.e., networks with a modularity significance of
p-value < 0.05, Benjamini–Hochberg correction for multiple
hypotheses). We found that all four different sets of networks
performed reasonably well, with AUROC ranging from 0.65 to

Fig. 4 Network modules of rare genetic gastroenterological diseases across different levels of biological organization. Genes implicated in rare
gastroenterological disease form significant modules on five network layers (compare with Fig. 3), which capture relevant relationships on different scales.
Diseases in the disease group exhibit unique connectivity patterns in the network layers where their disease characteristics can be derived. For example, a
strong phenotypic cluster of Bardet-Biedl syndrome genes can be derived from the protein complex (BBSome) whose defects lead to cilia dysfunction,
while pancreatic carcinoma cluster is most observable on the pathway level where its causal genes interact physically and are also member of crucial
signaling pathways. The treemap represents disease entries in Orphanet (leaf terms with at least two gene associations) that belong to the rare genetic
gastroenterological disease group (69 diseases with only one gene association are not shown separately).
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0.95 (Fig. 5b), confirming the general applicability of multiplex
network propagation to rare disease gene prediction. A
comparison between the four methods revealed that incorporat-
ing only relevant network layers (median AUROC= 0.90)
generally outperforms the PPI (median AUROC= 0.73), the
most relevant single layer benchmark (median AUROC= 0.79),
as well as the incorporation of all layers (median AUROC=
0.86), with corresponding Bonferroni–Holm corrected Durbin-
Conover test p-value= 3e-16, 1.22e-6, and 0.002 respectively
(Fig. 5c). We concluded that network modularity thus provides a
network-based criterion to curate and integrate the most relevant
data and levels of biological organization for a specific disease.
Interestingly, we also observed differences in retrieval perfor-

mance related to characteristics of the diseases themselves: We
found that syndromic disease groups, i.e., those with significant
disease modules across multiple tissue types, tend to have lower

retrieval performance and benefit from incorporating all tissue
co-expression networks (Spearman’s ρ=−0.53, p-value= 0.004,
Fig. 5d left panel, Supplementary Fig. 7b). On the one hand, this
poses a challenge for disease groups that manifest various
anatomical features such as rare genetic neurological disorders.
On the other hand, this reflects limitations of broad ORDO
disease group definitions such as rare genetic defects during
embryological development. We further found that the retrieval
performance correlated negatively with the number of genes
associated with a particular disease group (Spearman’s ρ=−0.83,
p-value= 1.94e-6, Fig. 5d right panel). These two factors are
closely related, as both the syndromicity level and overall
heterogeneity tend to increase as more genes are involved in
the disease group. Taken together, these findings indicate that
well defined disease groups with low to moderate number of
associated disease genes are more likely to capture molecular

Fig. 5 Using network modularity as relevance prior in the informed propagation algorithm for gene prioritization. a Schematic overview of the informed
multiplex network propagation algorithm that incorporates modularity as measure of relevance of a particular network level for a given disease group.
b Comparison of 10-fold cross-validation performance in rare disease gene retrieval for different choices of included networks: Informed algorithm with
most relevant network (blue), all networks (green), the PPI (red), and the single most relevant layer for each disease (yellow). Dashed lines show median
value across all folds, shaded areas represent the interquartile range. The retrieval performance indicates that disease mechanisms are generally better
recapitulated by incorporating relevant networks only. c Comparison of the AUROC from all four methods. Utilizing the significant networks lead to more
accurate disease gene retrieval compared to all networks, the single most relevant layer, or the PPI. (Bonferroni-Holm corrected Durbin-Conover test p-
value= 0.026, 1.22e−6, and 3e-16 respectively). Threshold for p-values: p < 0.05:*, p < 0.01:**, p < 0.001:***, p < 0.0001:****; n= 26 rare disease groups
across all network sets. Bounds of box represent 25th and 75th percentiles, center the median, whiskers 10th and 90th percentiles, respectively. d Factors
correlated with the retrieval performance. The algorithm that incorporates all networks can outperform the informed algorithm for diseases with high levels
of syndromicity, i.e., disease that manifest in multiple physiological systems (left, Spearman’s ρ=−0.53, corresponding p-value= 0.004). Decreasing
functional relevance as the number of genes increases also led to lower predictive performance (right, Spearman’s ρ=−0.83, p-value= 1.94e-6). The
corresponding p-value of correlation was determined by Fisher z-transformation, two-sided.
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disease characteristics at a level of specificity that results in better
network-based predictions. This suggests that more fine-grained,
mechanism-based disease definitions, together with high-
resolution phenotyping will aid in further improving the
predictive power of the introduced network methods.
To further dissect the contribution of individual networks and

potential curation biases on the overall predictive power, we
performed several additional benchmarks on different subsets of
the multiplex network (Methods). Our comparisons between
curated, unbiased and size-matched random subsets of the PPI
indicate that the performance is largely driven by network size
rather than potential literature biases in the interaction curation
process (Supplementary Fig. 7c). We also evaluated the
differences in performance upon removing individual layers, as
well as groups of layers from the full multiplex network
(Supplementary Fig. 7d). The results suggest that the performance
is not driven by individual network layers and that the predictive
power of the multiplex network can be best understood as a
collective characteristic of all disease relevant layers.

Application to candidate gene prioritization in rare disease
patients. Based on the performance of the informed multiplex
propagation for retrieving genes across all rare disease groups we
hypothesized that the method can also act as an additional eva-
luation metric for prioritizing genomic variants in individual rare
disease patients. Starting point in a diagnostic setting is next-
generation sequencing of a patient’s genome, typically yielding
rare genomic variants (allele frequency < 1%) in dozens to hun-
dreds of different coding regions, and with unknown con-
sequences. These variants may be further filtered down, for
example based on frequency in the general population, deleter-
iousness scoring, or segregation analysis, resulting in up to a few
dozen high confidence candidate genes38,39. Identifying the one
causal gene among them remains a critical challenge both in
research and in clinical practice (Fig. 6a).
We tailored the informed propagation algorithm to individual

patients by using seed genes associated with patient-specific
phenotypes, combined with the network relevance scores from
the corresponding Orphanet disease group (Supplementary
Fig. 7e). Altogether, this enables us to perform patient-specific
multiplex network propagation to prioritize candidate genes. We
applied the method to filtered lists of genes with rare variants
obtained from a cohort of 139 rare disease patients suffering from
various neurological symptoms with intellectual disability as a
predominant phenotype (Fig. 6b, Supplementary Fig. 7f, g,
Supplementary Data 7, and Methods for details of the cohort).
The causal variants of all patients were already confirmed and
could thus be utilized for benchmarking. After standard methods
of filtering for high confidence variants were exhausted, up to 997
candidate genes per patient remained (mean= 401.2). We found
that our algorithm prioritizes causal genes with an overall
AUROC of 0.95 (Fig. 6c). Furthermore, we benchmarked the
performance of our method against predictions based on various
gene-level properties, using the same data as in the network
construction, specifically (1) pathway information, (2) expression
level information, (3) literature counts and (4) phenotypic
similarity (see Methods for details). Among these methods,
phenotypic similarity was most predictive (AUC= 0.87), fol-
lowed by literature counts (AUC= 0.72), expression information
(AUC= 0.71) and pathway counts (AUC= 0.59). However, the
informed multiplex propagation outperformed all gene-based
methods (p-value= 8.39e-5, DeLong’s test of ROCs between our
approach and the best performing gene-level method, i.e.,
phenotypic similarity).

Note that for the specific use case of gene variant prioritization
in rare disease patients, it is instructive to not only consider the
global ROC-based performance, but also the exact ranking of the
causal gene when assessing the utility of the framework in
research and clinical settings. In our cohort, the multiplex
propagation method placed the true causal gene among the top
five ranked genes for 64 out of 131 patients (48.9%). For the
purely gene-based methods, the causal gene was among the top
five in only between 4 and 11 patients (3.1–8.4%, Fig. 6d).

We also performed an additional benchmark using a temporal-
holdout setting to ensure that the performance of our method is
not primarily driven by confirmatory biases (Supplementary
Fig. 8a, Methods). To this end, we curated a set of 21 patients
with causal genes that were unknown at the time of network
construction, thus minimizing the likelihood that their disease
association contributed to information in any of the curated
databases (Supplementary Fig. 8a, Methods). We found that the
overall performance as measured by the AUROC remained high
for all tested prediction methods. The observed slight reductions
were within the 10-fold interquartile range in most cases and may
also be attributed to the smaller sample size. For example, the
informed multiplex propagation AUROC was reduced from 0.90
to 0.86 (Supplementary Fig. 8b). A closer inspection of the
ranking showed that our framework maintained its proportion of
true causal genes being ranked in the top five gene list, whereas
almost all gene-based approaches had difficulties in retrieving
them at highly ranked positions (Supplementary Fig. 8c, d).

Discussion
In the context of complex diseases, numerous network-based
studies have revealed an intimate relationship between genetic
disease associations, their interaction patterns, and pathophysio-
logical manifestations40,41. Most importantly, it was found that
disease genes are not scattered randomly in molecular networks,
but instead agglomerate in disease-specific modules26. Molecular
networks can thus serve as maps to guide the search for new
disease genes42–44, suggest drug repurposing45–47 and combina-
tion strategies48,49, or elucidate disease relationships26,50, to name
but a few important applications.
Our work expands this concept in several directions: First, we

showed that by aggregating individual gene defects into groups of
related phenotypes, we can apply tools originally developed for
common, polygenic diseases also to rare, monogenic diseases.
Our comprehensive analysis of over 3,584 individual gene defects
revealed that as a group, they exhibit network signatures similar
to those observed for complex diseases. This opens up a wide
range of network medicine tools and concepts to be applied to
rare diseases. Existing tools, for example for prioritizing rare
variant genes, often augmented by additional clinical data51–55,
demonstrate the potential for network-based methods in
this area.
We further showed that the central network medicine concept

of disease modules can be generalized towards multiplex net-
works representing various levels of biological organization.
Previous work relied prominently on physical protein–protein
interactions, which have been mapped out systematically for
nearly two decades13,14,56,57. Our analysis of 46 network layers
containing over 20 million interactions showed that disease
modules can be identified across a wide range of relevant gene
relationships. We further found that the degree of modularity is
indicative of the impact of disease-associated perturbations on a
particular level of biological organization, and thereby determines
the disease relevance of datasets from the respective level. The
performance of the informed propagation algorithm for rare
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disease gene prediction demonstrates the practical utility of this
finding. We expect that the general principle for identifying the
most relevant datasets will be applicable in other contexts as well,
including studies on cancer and other complex diseases. Indeed,
as biomedical research is becoming more data intensive in gen-
eral, and more biological network maps become available in
particular58,59, new strategies for integrating diverse data are
required. A range of methodologies have been developed for this
purpose, including network-based strategies60–63 and advanced
machine-learning approaches64–66. Our results could potentially
enhance these strategies by using disease modularity as a criterion
for curating and excluding potentially uninformative datasets.
Finally, to enable a broad community of researchers in the

areas of rare disease, network medicine or biomedical data inte-
gration to build on our work, all datasets and algorithms pre-
sented in this work are publicly available.

Methods
Resources and network construction. Resources used in the multiplex network
construction are listed in Table 1. We incorporated seven major databases, each
representing distinct biological layers.

Protein–protein Interactions. Protein–protein interaction data was taken from the
HIPPIE database21 and filtered for interactions with supporting PubMed articles.
To assess the impact of interactions collected from small-scale, hypothesis-driven
experiments compared to those stemming from large-scale, unbiased screens, we
further collected the most recent versions of the two largest systematic high-

throughput PPI studies: the Human Reference Interactome (HuRI) based on yeast
two-hybrid (Y2H) screening13 (retrieved from http://www.interactome-atlas.org/
data/HuRI.tsv on 31 May 2021), and the BioPlex interactome constructed from
affinity-purification mass spectrometry profiling67 (retrieved from https://
bioplex.hms.harvard.edu/data/BioPlex_293T_Network_10K_Dec_2019.tsv, on 31
May 2021). The PPI network layer can therefore be split into two categories: the
unbiased PPI for interactions that are contained in any of these two resources, and
the curated PPI for the remaining edges (Supplementary Fig. 4a).

Tissue Co-expression networks. Transcriptomic data is one of the most abundant
publicly available high-throughput data. Differential expression profiles across
tissues and cell types have been widely analyzed as a probe for disease specificity. In
the context of network analyses, expression data has been used in two major ways:
as a means to filter out genes from generic interactomes based on their expression
level in a particular context of interest13,60, and for constructing co-expression
networks. Here, we follow the latter approach, and use co-expression as a proxy for
tissue- or cell type-specific functional and regulatory relationships. As primary
resource we used the Genotype-Tissue Expression (GTEx) data68,69, which pro-
vides genome-scale expression profiles across 53 human tissues that have been used
previously to construct co-expression networks15,16. We used the following
pipeline:

1. We downloaded the GTEx expression profiles in the format of transcripts
per million (TPMs) from the Expression Atlas (https://www.ebi.ac.uk/gxa/
experiments/E-MTAB-5214/). The data was subsequently processed using
the bioconductor package SummarizedExperiment (https://
bioconductor.org/packages/release/bioc/html/
SummarizedExperiment.html).

2. Tissues with a number of samples less than a minimum quality threshold
similar to the GTEx Portal (n ≥ 70) were removed. These included fallopian
tube (n= 14), ectocervix (n= 12), endocervix (n= 10) and urinary bladder
(n= 24).

Fig. 6 Patient cohort and gene prioritization performance. a Data access and filtering: Querying for intellectual disability phenotypes resulted in 819
patients, 131 of which were solved cases with rare and pathogenic variants in an average of over 400 genes. b Basic characteristics of patient variants,
associated phenotypes and diagnoses. c ROC curves for the performance of causal gene prioritization of our approach (yellow, AUROC== 0.95) and
various gene level based benchmarks (AUROC between 0.59 and 0.87). d Number of patients for which the true causal gene was prioritized among the top
five, 10, and 20 for all considered methods. The informed multiplex propagation placed the true causal gene among the top five ranked genes for 64 out of
131 patients (48.9%). For the purely gene-based methods, the causal gene was among the top five in only between 4 and 11 patients (3.1–8.4%).
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3. For the remaining 49 tissues, we further merged tissues with similar
expression profiles to reduce redundancy and increase signals70. Most
notably, brain regions (13 tissues) were merged into three major groups and
relabeled by their anatomical entities (Supplementary Fig. 1a). This process
not only merged potentially redundant tissues, but also increased sample
sizes for some tissue groups that would otherwise have been undersampled.
The resulting 38 tissue groups along with the sample sizes are shown in
Supplementary Data 3.

4. The GTEx database contains an average of 29,779 ± 1972 transcripts per
tissue. We next filtered for protein coding transcripts (e.g., exclusion of
pseudogenes, long non-coding (lnc) RNAs, miRNAs, and other non-coding
biotypes) by discarding transcripts without corresponding accession
numbers in the UniProt Knowledgebase (www.uniprot.org) according to a
query of MyGene (https://mygene.info, retrieved on 21 August 2019).
Supplementary Data 10 lists the 21,310 transcripts in consideration,
resulting in 17,716 ± 369 protein-coding genes per tissue (Supplementary
Fig. 1b).

5. For each tissue, Spearman’s correlation coefficient (ρ) of all protein-coding
gene pairs was used to determine the strength of their respective co-
expression levels. Gene pairs with |ρ| ≤ 0.75 were discarded, resulting in
11,161 ± 1082 genes per tissue.

6. We applied a disparity filter19 to remove weak, structurally redundant edges
and to extract the backbone of each network. Edges with a corresponding
disparity filter p-value < 0.05 were selected. This process yielded
10,526 ± 1825 genes per tissue. Note that even though the number of nodes
decreased only slightly, the disparity filter excluded a large amount of
spurious correlations (median number of interactions before and after=
1.83e6 and 4.78e5, respectively, Supplementary Fig. 1b (right)). The
disparity filter represents a dynamic cutoff, where lowly expressed genes
tend to be removed and highly expressed genes tend to remain, while also
allowing for the detection of lowly expressed genes that are strongly
correlated with other genes (Supplementary Fig. 1e). As a reference, we also
show the comparable reduction of remaining genes if they were filtered
using a standard expression threshold of TPM > 1 (13,567 ± 874 genes,
Supplementary Fig. 1b).

The resulting networks consist of edges that are shared across multiple tissues
(core transcriptional modules), as well as edges that are only present in a small
number of tissues (tissue-specific modules). We considered edges present in less
than five tissues as tissue-specific, and edges present in at least five tissues as core
transcriptional modules (Supplementary Fig. 1c, d).

Ontology-derived functional and phenotypic similarity network. To capture gene
relationships on functional and phenotypic levels, we incorporated expert curated
data and systematic ontologies. To transform ontological annotations into gene-
centric networks, we defined that two genes are functionally or phenotypically
connected if they are semantically similar based on the corresponding ontology71,72

as follows:
We first compared several widely used measures of semantic similarity to

ensure that the scores are robust for our purposes:

1. Information content (IC)-based similarity based on Resnik’s method73. The
similarity of two terms is derived from their most informative common
ancestor (MICA) in the ontology. Given ontology terms t1 and t2, their
pairwise similarity is given by simResnikðt1; t2Þ ¼ ICðMICAÞ, where
ICðtÞ ¼ �logðpðtÞÞ, p(t) represents the frequency of term t defined by pðtÞ ¼
nt
N ; nt denotes the number of descendants of term t, and N the number of
descendants of the root term of interest in the ontology tree.

2. Information content (IC)-based similarity based on Lin’s method74. Unlike
Resnik’s method, Lin’s similarity measure restricts the value to be in the range
between zero and one, and is given by simLinðt1; t2Þ ¼ 2ICðMICAÞ

ICðt1ÞþICðt2Þ 2 ½0; 1�.
3. After collecting all pairwise term similarities for annotations of two genes,

we next employed the Best-Match Average (BMA) strategy to combine them
into a single gene similarity score. Their pairwise similarity of genes g1 and
g2with m and n annotated terms, respectively, is given by

simBMAðg1; g2Þ ¼ ∑m
i¼1colmaxðSÞþrowmaxðSÞ

mþn ;where S 2 Rmxn is the matrix con-
taining the pairwise similarity values of the ontology terms associated with
the two genes, rowmaxðSÞ and colmaxðSÞ are vectors of length m and n,
containing the maximum similarity values across all rows and columns of
matrix S.

4. Frequency-based similarity, where the similarity between two genes is given
by the number of shared annotations, i.e., simfreqðg1; g2Þ ¼ jTg1 \ Tg2j,
where Tgk is the set of ontology terms (including ancestor terms) associated
with gene k.

We found that the respective similarity values are strongly correlated, indicating
that the resulting networks are robust against details of the used methods
(Supplementary Fig. 2a). We chose to proceed with the IC-based Resnik’s method
with the Best-Match Average (BMA) combination strategy, as it has been
demonstrated to both be among the simplest methods, while also providing the
most reliable performances across different tasks71,75. We used the R packages
GoSemSim76 and OntologyX77 to navigate and compute the similarity
measurements.

Gene pairs with minimal similarity value, i.e., pairs whose only common
annotation is the root term of the considered ontology branch (i.e., “Molecular
Function” or “Biological Process”) were considered as unrelated and therefore
removed from further consideration. For example, there are over 21M gene pairs
connected at this level in the GO (BP) branch (similar score= 0.447,
Supplementary Fig. 2b). This led to the removal of 230 genes with no commonly
associated MICA with other genes beyond the root term.

All ontology-based networks (GO:BP, GO:MF, MPO and HPO) were
constructed according to the following procedure summarized in Supplementary
Fig. 2c: Pairwise similarity scores given by the procedures above resulted in dense
weighted networks. We further applied the disparity filter19 to extract the backbone
of the network and discard structural redundant edges (gene pairs with
corresponding disparity p-value > 0.05). The disparity filter provides a dynamic
cutoff that considers the strength of the similarity scores of a gene in reference with
all similarity values of its neighbors. Similar to using a hard cutoff, edges between
gene pairs with low similarity scores (e.g., 0<simðg1g2Þ<3 in GO:BP) are removed
while those with high similarity scores (simðg1g2Þ>6) are virtually unaffected.
Edges with medium similarity scores (3<simðg1g2Þ<6) may either remain or be
discarded based on their similarity score with respect to all other connected genes
(Supplementary Fig. 2d).

Overall, networks derived from semantic similarity measures favor gene pairs that
are similarly annotated over highly, but diversely annotated gene pairs Supplementary
Fig. 2e). Gene pairs with high similarity scores often belong to the same protein
families such as the ER membrane protein complexes (EMC), olfactory receptors
(OR), and membrane transporters, and tend to share a large fraction of annotated GO
terms (Supplementary Fig. 2e, right). We further demonstrated this for the example of
GO terms associated with TP53 (gene with highest number of publications) and
TGFB1 (gene with highest number of associated GO terms). While both genes are
well characterized, with 87 and 176 annotated GO terms, respectively, only ten
annotations are shared, indicating that they are involved in distinct biological
processes (Supplementary Fig. 2f). As a result, the computed similarity score and
subsequent disparity p-value failed to reach the significance threshold, meaning that
the two genes are not connected (Supplementary Fig. 2e). This effect is observed
across most well characterized genes, leading to the slightly negative literature bias of
ontology-derived networks (Fig. 1h and Supplementary Fig. 4c–f). We found that
densely connected clusters within the constructed networks recapitulate biological
processes corresponding to shared terms on their respective ontologies
(Supplementary Fig. 3a, clusters with Bonferroni-Holm corrected enrichment
hypergeometric p-value < 1e-20 were labeled).

Pathway co-membership networks. Gene-pathway associations were downloaded
from the Reactome website https://reactome.org/download-data/ (accessed 25
January 2019) under the Reactome Pathways Gene Set section. For every gene pair,
we collected the number of shared pathway annotations. In the pathway co-
membership network construction, two genes were connected if they share at least
five Reactome pathway annotations (to prevent associations due to common
pathways).

Table 1 Resources used for the multiplex network construction.

Layer representation source

Biological process GO (BP) release 2018-11-24, retrieved from http://purl.obolibrary.org/obo/go/go-basic.obo
Molecular function GO (MF) release 2018-11-24, retrieved from http://purl.obolibrary.org/obo/go/go-basic.obo
Human phenotype HPO release 2018-10-09, retrieved from http://purl.obolibrary.org/obo/hp.obo
Mammalian phenotype MPO release 2018-11-23, retrieved from http://purl.obolibrary.org/obo/mp.obo
Co-essentiality co-essential networks inferred from correlated fitness profile across diverse cancer cell lines from Kim et al.20.
Protein-protein interaction HIPPIE v2.2 (release 2019-02-14), retrieved from http://cbdm-01.zdv.uni-mainz.de/mschaefer/hippie/download.php
Co-pathway membership Reactome Pathways Gene Set, retrieved on 30 January 2019 from https://reactome.org/download/current/

ReactomePathways.gmt.zip
Tissue co-expression RNA-seq from GTEx v7, retrieved from the Expression Atlas https://www.ebi.ac.uk/gxa/experiments/E-MTAB-5214/
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Disparity filter. To extract the backbone of dense, weighted networks resulting from
semantic and correlation-based construction, we applied a disparity filter19. For a
given network, we computed a p-value for all edges between nodes i and j as
pij ¼ ð1� wijÞk�1, where wij is the edge weight for node i normalized over all its
edges, and k denotes its degree. We only kept edges for which both pij and pji
reached a threshold significance level.

All network data and corresponding details are available in Supplementary
Data 1, 2.

Measurements of network characteristics. The network characteristics shown in
Fig. 1 h (number of nodes and edges, clustering and assortativity) were computed
using the R package igraph78 (https://igraph.org).

For a global assessment of the literature bias present in a particular network we
used the Spearman’s correlation coefficient between the network degree of a gene
and the number of publications mentioning the gene. The number of publications
was queried using the INDRA python module 78 (http://www.indra.bio, accessed
on 12 April 2019), the resulting data is provided in Supplementary Data 8.

For a more local assessment of correlation structures within the connection
patterns of a network, we used the local assortativity (ρ), a node-level property
whose sum over all nodes is equal to the assortativity of the network79. It is defined

as ρ ¼ jðjþ1Þð�k�μq Þ
2Mσq

2 , where j is the excess degree, �k the average excess degree, and M

the number of edges in the network. The excess degree follows the distribution
qðkÞ ¼ ðkþ1Þpðkþ1Þ

�k
. We employed the concept to demonstrate that the overall

disassortativity can also be present among interactions derived from high-
throughput studies such as the BioPlex network (Supplementary Fig. 3f).

Network similarity computation and randomization. Given a pair of networks A
and B with the set of edges EA and EB respectively, we quantified the network
similarity using the edge overlap index (SAB):

SAB ¼ jEA \ EBj
minðjEAj; jEBjÞ

We used a dissimilarity measure defined as dAB ¼ 1� SAB to construct a 2D map
that preserves network dissimilarities by employing Kruskal’s non-metric multi-
dimensional scaling (R package MASS). Finally, we compared the measured
similarity of each network pair to random expectation: For each network, we
performed 10 permutations of node indices, resulting in 100 permutations for a
network pair, which we used as random reference distribution to assess the mea-
sured overlap similarity. We then computed the z-score and corresponding
empirical p-value. A network pair with p-value < 0.05 is considered significantly
similar (Supplementary Fig. 3c, d).

Characterization of co-expression network with essentiality data. We char-
acterized our tissue-specific co-expression networks constructed based on GTEx
expression data as follows: We hypothesized that genes that are highly co-expressed
across several tissues are likely required for cellular development and survival, and
should show a strong tendency of being essential genes. To test this hypothesis, we
used the list of human essential genes from the OGEE database (v2, retrieved on 16
April 2019. Supplementary Data 9).

Rare genetic disease gene association data. The structure of the Orphanet Rare
Disease Ontology was queried and processed using the R interface of the Ontology
Lookup Service (https://lgatto.github.io/rols/index.html). We considered all des-
cendant terms of “Rare genetic disease” (Orphanet:98053) that were associated
with at least 20 genes, resulting in 26 rare genetic disease groups. The disease
groups and all disease-gene associations can be found in Supplementary Data 5).

Disease-network landscapes via node2vec embedding algorithm. To visualize
large (genome-scale) networks where the modularity can be difficult to observe, we
employed the python3 implementation of the node2vec graph embedding
algorithm29 (https://github.com/eliorc/node2vec). Nodes were embedded into 64-
dimensional Euclidean space and subsequently projected on a 2D plane using
t-SNE80 (Supplementary Fig. 6c). Note that the predictions in this work were
performed on the original network space as the resulting coordinates in the
embedded Euclidean space are subject to the parameterization in both the node
embedding and the dimensionality reduction. Since different node embedding
techniques and parameter sets may preserve different topological structures81–83,
their reliability may vary depending on the particular machine learning task84.

Identification of the significance of a disease module. The size of the largest
connected component of random subsets of m nodes in a network is expected to
follow a normal distribution, provided that m is larger than the percolation
threshold. We can therefore empirically estimate the significance of a given module
size by the z-score and corresponding p-value compared to randomly selected
nodes. Networks in which the size of the largest connected component of the genes

associated with a particular disease exceeded a threshold of p-value < 0.05 (after
Benjamini–Hochberg correction) were considered significant.

Gene ID mapping, homolog conversion, and enrichment analysis. All human
gene identifiers from different resources were mapped to NCBI standard symbols.
For mouse to human gene mapping, we used the Moue Genome Informatics
homologs mapping http://www.informatics.jax.org/downloads/reports/index.html.

Gene enrichment results were queried using EnrichR85.

Informed multiplex network propagation algorithm. The standard multiplex
network propagation is defined by an equal probability for the random walker to
visit any neighbor from the current layer m or any other layer n86. For L network
layers with N nodes each, this can be represented through the supra-adjacency
matrix S 2 RNL ´NL :

S ¼

A1 I ¼ I

I A2 ¼ I

..

. ..
. . .

. ..
.

I I ¼ AL

2
66664

3
77775

where Am is the adjacency matrix for network layer m (m 2 f1:::Lg) and I denotes
the identity matrix.

We extended this standard algorithm towards an informed propagation method
where the walker visits more relevant layers with higher probability. We quantify
the relevance of a network m for a disease group d by the corresponding z-score
zdm of the largest connected component of associated genes. We considered all
network layers with zdm ≥ 1:645 (corresponding to the 95% confidence level under
normal distribution) as informative and defined the relevance score (πdm) as the
normalized z-score across all informative layers:

πdm ¼ zdm=∑
m
zdmand ∑

m
πdm ¼ 1

The relevance score πdm was then used to determine the transition probability
pðmjnÞ between layers n an m, so that the walker visits more informative layers
with a higher probability corresponding to their respective πdm values. This is
achieved by employing the concept of reversible Markov chain Monte Carlo that
requires the following detailed balance condition:

πmpðmjnÞ ¼ πnpðnjmÞ
To satisfy this condition, we define pðmjnÞ ¼ 1

Lminð1; πmπn Þ and
pðmjmÞ ¼ 1� ∑

n≠m
pðmjnÞ. The informed supra-adjacency matrix eS can thus be

written as

eS ¼ p � S ¼

p11A1 p12I ¼ p1LI

p21I p22A2 ¼ p2LI

..

. ..
. . .

. ..
.

pL1I pL2I ¼ pLLAL

2
66664

3
77775

Finally, we incorporate the informed supra-adjacency matrix into the random
walk with restart algorithm:

ptþ1 ¼ ð1� rÞeSpt þ rp0

where p0 is the initial visiting probability vector with p0ðiÞ ¼ 1=k if node i is one of
k seed nodes, and p0ðiÞ ¼ 0 otherwise. pt is the visiting probability at iteration step t,
and r 2 ½0; 1� is the restart probability. In this analysis, we chose r= 0.7.

The final visiting probability (p) can be obtained numerically when the
convergence criteria are met (jptþ1 � pt j ¼ 0). The visiting probability of a node is
the arithmetic mean of the visiting probability across all layers. In retrieval tasks,
nodes are ranked based on this final visiting probability. Seed nodes are omitted
from the ranking.

Cross-validation performance assessment. The prediction performance was
assessed using 10-fold cross-validation for retrieving genes associated with indi-
vidual rare disease groups. Area under the receiver operating characteristic curve
(AUROC) computations and plots were performed using the cvAUC and pROC
packages in R. Differences between ROCs were evaluated using the two-sided
DeLong’s test87.

We first considered four different settings: (1) baseline single layer (the PPI), (2)
the most relevant single layer for each disease according to the lowest LCC z-score,
(3) all network layers, and (4) all relevant network layers, i.e., those with a
significant LCC z-score for the disease (p-value < 0.05, Benjamini–Hochberg
correction for multiple hypotheses).

To further investigate the contribution of individual layers, as well as potential
curation biases on the overall predictive power, we performed several additional
benchmarks on different subsets of the multiplex network:

We first analyzed the impact of interactions curated from small-scale
experiments on the prediction performance of the PPI network layer
(Supplementary Fig. 4a). To this end, we considered two subsets of the full PPI, an
unbiased subset consisting of interactions from systematic high-throughput
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studies, and a curated subset consisting of all other interactions (see above). The
unbiased PPI contributes to 13% of all interactions in the full PPI, and, as expected,
shows a less pronounced literature bias (Supplementary Fig. 6b). While the curated
PPI performs equally well as the full PPI in the disease gene prediction task, the
performance of the unbiased PPI drops significantly (median AUROC= 0.62, p-
value= 1.76e-9, FDR-corrected Durbin-Conover non-parametric test,
Supplementary Fig. 7c). To assess the extent to which the reduced size of the
unbiased PPI contributes to this drop, we repeated the analysis on ten random
subsets of the curated PPI that are of the same size as the unbiased PPI subset. We
found that these random subnetworks have a performance comparable to the one
of the unbiased PPI (with a median AUROC of 0.58 even slightly reduced,
Supplementary Fig. 7c). This indicates that the performance of the PPI network is
mainly driven by its size, rather than details of the interaction curation. This, in
turn, suggests that confirmatory biases that may result from including curated
interaction data are likely to play only a minor role for the overall performance, at
least for PPI data.

We next assessed the prediction performance of the multiplex network upon
removing other network layers derived from curated databases, specifically the
layers based on shared pathway membership, phenotypic similarity (HPO and
MPO), and GO (BP and MF) similarity. We first computed the 10-fold cross-
validation AUROC after removing each of these layers individually. For most
layers, we observed only a slight drop in the performance (median AUROC
between 0.87 and 0.88; Supplementary Fig. 7d), indicating that the core
connectivity of disease genes across different layers is robust against the removal of
individual layers. The only layer with a stronger impact is the HPO phenotype
layers, whose removal resulted in a reduction of AUROC to 0.80 (p-value= 0.0003,
FDR-corrected Durbin-Conover non-parametric test). This is not unexpected given
the strong predictive power of phenotypes as close proxies to diseases which forms
the basis for their usage in clinical settings and is documented in the literature1,2, as
well as in the gene-level benchmarks discussed in the patient candidate gene
prioritization below.

Finally, we determined the predictive performance of the multiplex network
after removing all layers that involve curated data (Reactome, GO, HP, MP, and
PPI), leaving only relevant co-expression and co-essentiality networks for the
propagation. While these high-throughput data alone do carry predictive power,
their performance was significantly lower compared to using all available data
sources (AUROC= 0.71, p-value= 1.17e-11). Interestingly, we also observed an
occasional increase in performance, such as for rare genetic endocrine diseases, one
of the worst performing disease groups in the reference setting (AUROC increased
from 0.64 to 0.71). The propagation only took place on the adipose tissue co-
expression network (ADS), which, in addition to its traditional role for excess lipid
storage, has recently been recognized as an endocrine organ16,17.

Taken together, these results suggest that the predictive power of the multiplex
network can be best understood as a collective characteristic of all disease relevant
layers, rather than being primarily driven by specific individual layers.

Cohort of patients with intellectual disability. We first developed and tested our
method on a locally available, well-controlled cohort of patients with intellectual
disability (ID), before applying it to a much larger cohort obtained from the RD-
Connect Genome-Phenome Analysis Platform (GPAP)88. To conduct a temporal-
holdout benchmarking, we also curated a subset of the RD-Connect cohort con-
taining patients with causal genes discovered after all data used in the network
construction was retrieved. The details of the three cohorts are as follows:

Local cohort. We gained access to variant data from eight patients with confirmed
causal gene (two females and six males aged between three to twenty years old; see
Supplementary Data 11 for details). The recruitment was based on the referral by
clinicians, with the purpose of genetic testing and there was no compensation
involved. Informed consents were signed by the patients or their legal guardians
and the processes were reviewed by Ethics Committee of the Medical University of
Vienna; and/or Haunerschen Kinderspital, Munich, Germany; Servicio di Con-
sulenza Genetica, Bolzano, Italy; University Hospital Zagreb, Zagreb, Croatia;
General Hospital Varazdin, Varazdin, Croatia; and Tehran University of Medical
Sciences, Tehran, Iran in accordance with the Declaration of Helsinki. All patient
variant data were obtained from exome-sequencing performed at the Biomedical
Sequencing Facility (BSF) at the CeMM Center for Molecular Medicine of the
Austrian Academy of Sciences (CeMM). Genomic DNA was extracted (QIAamp
DNA Mini Kit, Qiagen) from whole blood from patients, parents and participating
siblings. Quantity and quality of patient DNA were validated by Qubit 2.0
Fluorometric Quantitation system (Life Technologies). Exome libraries were pre-
pared using the Nextera DNA Flex Exome Library Prep Kit (Illumina). Genomic
DNA was tagmented, size-selected and amplified followed by two rounds of
hybridization with biotinylated baits and capture with streptavidin-conjugated
magnetic beads. After enrichment, library fragments representing in total 45Mb
coding region were amplified and size-selected. Final library pools were quality
controlled and sequenced on a HiSeq 3000 instrument (Illumina) using 75 bp
paired-end chemistry. DNA sequences were mapped to GRCh37 (hg19) version of
human reference genome using Burrows-Wheeler Aligner with default parameters.

Single nucleotide variants (SNVs) and indels were annotated with gnomAD89,
CADD-Phred90, dbSNP91 and ClinVar92 data. Subsequent filtering of remaining
variants of interest was based on the inheritance pattern, variant type (high or
moderate impact as classified by Ensembl database), allele frequency (<1%) in
gnomAD database, and gene lists of interest in relation to the patient’s symptoms
annotated by Human Phenotype Ontology (HPO).

Genes associated with HPO terms describing a patient’s major symptoms were
used as patient-specific seed genes (Supplementary Fig. 7 f), weighted by the
frequency of association, i.e., a gene will be given a higher weight if it is associated
with more than one phenotype found in the patient. After standard methods of
filtering for high confidence variants were exhausted, up to 46 candidate genes
remained, with an average number of 16 candidate genes per patient. Our patient-
specific multiplex network propagation ranked the validated causal gene first in
four cases, in all cases it was among the top five predictions (Supplementary
Fig. 7g). Strikingly, the algorithm correctly pinpointed the causal gene in the two
most complex cases, where patients presented with high confidence variants from
46 and 33 genes, respectively.

RD-Connect cohort. To overcome the small number of patients available in our
local cohort, we have gained access to RD-Connect Genome-Phenome Analysis
Platform (GPAP), one of the largest global infrastructures for storing and sharing
genotype and phenotype data of rare disease patients (https://platform.rd-
connect.eu/)88. To match our local cohort, we queried patients whose phenotypes
are characterized by intellectual disability (HPO term HP:0001249). Of the
resulting 819 patients, 131 were solved cases, i.e., patients with a confirmed causal
variant that could thus be utilized for benchmarking (Fig. 6a). The inclusion of
these patients expanded the original sample size by a factor of over 16. The variants
were filtered for highly stringent pathogenicity include these following tools and
criteria: (1) Variant type: SNV, (2) SNV effect prediction: Mutation Taster—A
(Annotated and disease causing) and D (Disease causing); PolyPhen2—D (Possibly
damaging) and P (Possibly damaging); SIFT—D (Damaging), CADD score ≥ 20,
(3) Minor Allele Frequency: gnomAD allele frequency < 0.01; 1000Genome Protect
AF < 0.01.

Temporal-holdout benchmarking cohort. All curated databases (GO, MPO, HPO,
and the PPI) were retrieved before March 2019, we thus sought to filter for patients
with causal genes that were discovered only after that point in time (Supplementary
Fig. 8a). To this end, we collected the list of confirmed intellectual disability (ID)
causal genes from Genomics England PanelApp93, a large expert reviewed platform
for disease gene causality evaluation (https://panelapp.genomicsengland.co.uk/
panels/285). We downloaded the ID panel v3.0, which has the signed off date of 10/
12/2019 and consists of 1,085 confirmed ID genes. Within our cohort of 131
RDconnect patients, 21 had causal genes not included in this panel gene list. These
genes can thus be considered to have been unknown to the expert community at
the time of network curation. By restricting our validation analysis to these 21
causal genes, we can assume that their disease association is not implicitly con-
tained in the data that we use in the prediction.

Gene-level ranking benchmark. As a benchmark for the network-based informed
multiplex propagation for patient candidate gene prioritization, we also imple-
mented several ranking methods relying solely on gene-based features. Specifically,
we employed the same gene features that were used to construct the multiplex
networks: (1) pathway information—ranking genes involved in more pathways
higher; (2) expression level information—ranking genes with higher expression
levels in brain tissues higher; (3) general literature counts—ranking genes linked to
a higher number of publications higher; (4) phenotypic similarity—ranking genes
higher that are associated with Human Phenotype Ontology (HPO) terms
described in a patient.

Reporting summary. Further information on research design is available in the Nature
Research Reporting Summary linked to this article.

Data availability
Data generated in this study are provided in the Supplementary Information/Source Data
file. The RDconnect Genome-Phenome Analysis Platform (GPAP) data are available
under restricted access, which can be obtained by validated users via the platform at
https://platform.rd-connect.eu/.

Code availability
Source code and cache data is available at the https://github.com/menchelab/
MultiOme94. The supplementary Explorer app for detailed inspection of disease-network
specificity is available at www.menchelab.com/MultiOmeExplorer.
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Supplementary Figure 1. Co-expression network construction. (a) Heatmap with pairwise 
Jaccard similarity between co-expression matrices of all GTEx tissues. Inset shows the t-SNE 
projection of expression profiles in 13 brain tissues, which were merged into three groups based on 
anatomical and expression similarity to reduce redundancy. In total, the process resulted in 38 tissue 
groups. (b)  Left: number of genes for each step of the co-expression network construction process. 
Right: number of edges before and after applying the disparity filter (n=38 tissue groups). The 
network-based method removed a large number of spurious correlations (median number of 
interactions before and after = 1.83e6 and 4.78e5, respectively), while only slightly decreasing the 
number of genes. Bounds of box represent 25th and 75th percentiles, center the median, whiskers 
10th and 90th percentiles, respectively. (c) Extracting tissue-specific co-expression networks by 
separating all edges observed in five or more tissues into an own core transcriptional network layer. 
(d) Topological properties of the core transcription layer, consisting of 12,364 nodes and 1,062,924 
edges, compared to its tissue-specific counterparts. (e) Distribution of gene expression levels in the 
tissue-specific networks. The dynamic cutoff of the disparity filter generally tends to remove lowly 
expressed genes and keep highly expressed genes, while also allowing for the inclusion of genes that 
are lowly expressed, yet strongly correlated with other genes.



a   Robustness of multiple methods in deriving ontology-based relationship b   Histogram of GO similarity score
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Supplementary Figure 2. Construction of the ontology-derived networks. (a) Pairwise 
comparison between different pairwise similarity measures (IC-based and frequency-based). The 
strong correlations show the robustness of ontology-based gene pair relationships. (b) Distribution of 
pairwise similarity of GO biological process annotations over all gene pairs. We filtered out all gene 
pairs with minimal similarity, i.e. those for which the only common ancestor is the root term of the 
ontology tree. (c) Overall pipeline for extracting ontology-based relationships. We measured IC-
based semantic similarity of all gene pairs, then removed weak and redundant edges using the 
disparity filter. (d) Distribution of pairwise similarities of GO biological process annotations across all 
gene pairs before and after applying the disparity filter. The disparity filter corresponds to a dynamic 
cutoff. While gene pairs with low similarity scores are generally removed and pairs with high similarity 
scores remain virtually unaffected, gene pairs with medium similarity scores either remain or are 
discarded depending on the strength of the similarity scores with all involved neighbors.                  
(e) Relationship between disparity filter p-value (see Methods for details) and similarity score 
according to GO biological process annotations for all gene pairs. Networks derived from semantic 
similarity measures favor gene pairs with similar annotation depths (e.g., from the same protein 
families) over highly, but diversely annotated gene pairs. Gene pairs with high similarity scores often 
belong to the same protein family such as the ER membrane protein complexes, olfactory receptors, 
and membrane transporters, and tend to share a large fraction of annotated GO terms. The barplot 
on the right shows the GO terms shared by four example gene pairs (green indicates shared terms, 
blue and red terms unique to the first and second gene, respectively). (f) Portion of the biological 
process branch of the GO highlighting terms annotated to TP53 (most studied gene) and TGFB1 
(most annotated gene). While both genes are well characterized, with 87 and 176 annotated GO 
terms, respectively, only ten annotations are shared, indicating that they are involved in distinct 
biological processes. As a result, the computed similarity score and subsequent disparity p-value 
failed to reach the significance threshold, meaning that the two genes are not connected. 
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e  Disassortativity measures: relationship between the average degrees of neighbors and node characteristics 
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Supplementary Figure 1 (a) 7Ke�SiSeline�IoU�e[tUaFtinJ�ontoloJy�EaseG�UelationsKiSs��(b) Comparison of 
different methods shows consistent results in capturing ontology-based gene pairwise relationships (c) 
Constructed ontology-based networks are able to retrieve functional clusters corresponding to shared 
terms on their corresponding ontologies (clusters with BH-corrected enrichment hypergeometric p-value 
< 1e-20 were labelled). (d) Redundancy in original GTEx tissue definition. Tissues with similar expres-
sion profiles were merged. (e) Extracting tissue-specific co-expression networks by removing core tran-
scriptional module (edges commonly observed in at least five tissues). (f) Social bias assessment via the 
correlation between the number of PubMed articles and network degree of a gene. The PPI is the only 
network in which this relationbship is prevalent.  (g) Overlap index shows average degree of similarity of 
information encoded in each network layer. (h)  Randomization analysis shows that most network layers 
encode significant amount of encoded information despite their complementarity. Randomization p-values 
threshold: p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****)  
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Supplementary Figure 1 (a) 7Ke�SiSeline�IoU�e[tUaFtinJ�ontoloJy�EaseG�UelationsKiSs��(b) Comparison of 
different methods shows consistent results in capturing ontology-based gene pairwise relationships (c) 
Constructed ontology-based networks are able to retrieve functional clusters corresponding to shared 
terms on their corresponding ontologies (clusters with BH-corrected enrichment hypergeometric p-value 
< 1e-20 were labelled). (d) Redundancy in original GTEx tissue definition. Tissues with similar expres-
sion profiles were merged. (e) Extracting tissue-specific co-expression networks by removing core tran-
scriptional module (edges commonly observed in at least five tissues). (f) Social bias assessment via the 
correlation between the number of PubMed articles and network degree of a gene. The PPI is the only 
network in which this relationbship is prevalent.  (g) Overlap index shows average degree of similarity of 
information encoded in each network layer. (h)  Randomization analysis shows that most network layers 
encode significant amount of encoded information despite their complementarity. Randomization p-values 
threshold: p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****)  

f

g

Fo−e[SUession

Fo−SatKZay

PPI

MP

HP

GOMF

Fo−
Sa
tKZ
ay PPI

MP HP
GOMF

GOBP

0.1 0.2 ��� 0.4
overlapindex

overlap similarity 

co−expression

co−pathway

PPI

MP

HP

GOMF

co
−p

ath
way PPI

MP HP
GOMF

GOBP 

0.1 0.2 0.3 0.4
overlapindex

overlap similarity 

●
●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●

●

●

●
*2%3�−�*20)

33,�−�FoSatKway

●

●
●

●

●

●

●

●

●

●●

●
●

●

●●
●

●

●

●

●

●

●

●●●
●

●

●

●

●
●
●

●

●
●
●●

●
●●●
●●

●

●●
●

●
●

●
●
●

●

●
●

●

●
●
●
●●
●
●●
●

●●

●

●
●

●

●●●

●

●

●●
●

●
●

●

●

●
●●
●

●

●●
●

●
●
●●
●
●

●

●
●

●

●
●

●

●●

●

●●
●
●●
●

●●

●

●
●

●

●
●
●●●●

●
●

●

●

●

●

●
●

●●

●

●

●

●
●

●

●
●
●
●

●

●
●

●

●●●

●
●

●

●

●

●●●●

●
●

●●

●
●
●

●●
●●

●

●
●

●
●●●

●
●

●
●
●

●

●
●

●
●
●

●

●
●

●
●
●●

●
●

●
●●●

●●

●

●
●●
●●●●●

●

●

●

●

●●

●

●●

●

●●●

●●
●

●●

●●

●
●●

●●
●●●●
●

●

●●

●●

●

●

●●

●

●
●
●

●●

●

●●
●

●
●

●

●

●

●

●

●●●

●

●
●●

●

●

●
●

●

●
●

●

●

● ●●

●

●

●

●
●

●

●

●

●

●
●

●

●

●
●

●

●

●

●
●

●

●
●
●●
●

●
●

●
●

●●

●
●

●

●

●
●

●●●
●

●

●●

●

●

●
●●

●

●●●●
●●
●

●●

●
●
●

●●

●●
●

●

●
●

●
●●

●●
●

●
●

●
●
●

●●

●

●

●

●
●●●

●
●

●

●

●
●

●

●
●

●

●

●
●

●

●

●

●
●

●●●

●●

●

●

●●

●

●
●●

●●

●
●

●

●

●
●

●
●

●
●

●
●

●

●

●
●

●

●●
●

●

●●

●

●

●

●

●●
● ●

●

●●

●

●

●
●

●

●
●●

●

● ●
●

●

●

●

●●

●
●

●

●

●

●
●●

●

●

●
●●●●
●
●

●

●

●

●

●

●

●

●●

●
●

●

●●

●●

●●
●

●

●

●

●

●●
●
●
●
●●

●●

●

●

●●

●
●
● ●
●
●

●
●●

●

●
●

●
●

●

●

●●●●
●
●●

●

●

●
●●

●

●
●●

●●

●

●●●

●

●
●

●
●●

●

●
●●
●

●

●●

●
●●

●

●

● ●
●

●
●

●●

●
●

●●●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●●●

●

●
●

●

●●●

●

●●

●

●
●

●

●
●

●

●

●
●

●

●
●

●●●●
●
●

●
●

●
●

●

●●

●
●

●

●

●

●

●

●
● ●
●

●●
●

●

●

●

●
●

●

●

●●
●

● ●

●

●

●●

●

●

●

●●●

● ● ●●

●
●

●

●●●●●
●

●

●
●

●
●●

●●
●

●

●
●
●●

●●
●●●

●

●●
●

●
●

●
●

●

●
●

●
●
●●

●●

●●

●

●
●
●●

●●
●

● ●

●

●

●

●
●

●
●

●
●
●

●
●

●

●

●
●

●

●
●

●

●●
●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●

●●●●
●

●
●
●●●

●
●

●

●
●

●

●●

●

●

●
●

●
●

●●

●
●
●

●
●
●
●●
●

●

●

●

●
●
●

●●
●●
●

●●

●

●

●

●

●

●

●●
●

●●
●

●
●

●
●
●

●

●
●

●

●

●
●
●
●

●●●

●
●

●●●●
●

● ●
●
●●

●
●

●
●

●

●
●●●

●
●

●

●

●
●

●
●

●
●

●

●

●

● ●

●

●

●
●●

●●●

●

●

●●
●

●●

●
●

● ●●

●

●

●
●
●●

●
●
●

●●

● ●

●
●

●

●●

●

●●

●
●

●

●
●
●

●●

●●●
●●

●

●
●

●

●

●

●●

●
●

●

●

●

●

●

●
●

●
●

●

●
●●●

●

●
●

%5%�−�%RO(06�−�*(-

non�Foe[�−�non�Foex Foe[�−�non�Foex Foe[�−�Foex

��� ��� ��� ��� ��� ������ ��� ��� ��� ��� ������ ��� ��� ��� ��� ���

0

�

�

6

6imilarity �6AB	

lo
g �

� 6
AB

μ
6 A

B	

siJniIiFanFe ● ● ● ● ●ns * ** *** ****

Network pair similarity

non�Foe[�−�non�Foex Foe[�−�non�Foex Foe[�−�Foex

ns * ** *** **** ns * ** *** **** ns * ** *** ****
����

����

����

����

����

6iJniIiFanFe

SU
oS
or
tio
n

Network similarity significance level

hOverlap similarity

Social bias assessment via correlation betwween network degree and publications

��

b  Overlap similarity score across layers c  Pairwise similarity of networks involved in the analyses

d  Network similarity significance level

●●

●
●

●
●
●

●●

●

●
●

●
●

●

●

●
●
●

●

●

●

●

●

●●●

●

●

●

●●
●
●

●

●

●

●●

●

●

●●

●

●

●●

●

●
●

●

●

●

●

●
●●

●

●

●
●●

●

●
●

●

●

●●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●

●
●
●

●

●

●●●

●

●
●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●
●

●

●●

●

●

●
●

●

●

●

●

●

●

●

●

●●●

●

●

●●

●●
●

●

●

●

●●

●

●

●

●

●

●●

●●

●

●

●●

●●

●

●

●

●

●

●●

●

●

●

●●

●

●

●

●

●

●●●●
●

●

●

●

●

●

●●

●

●

●

●

●

●

●
●

●

●

●

●

●

●●●

●

●●

●

●

●
●●

●

●

●

●

●
●
●●
●

●

●

●

●

●●

●

●

●

●

●●

●

●●●

●

●
●

●●

●

●●

●
●

●

●

●

●
●

●

●
●

●

●●

●

●●

●

●
●●

●

●

●
●●●

●

●

●
●●
●

●

●

●

●

●

●

●●●

●

●
●

●
●

●

●

●●

●

●●●●

●

●

●

●
●
●●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●●
●

●

●●

●

●

●

●

●

●●

●

●

●

●

●●

●

●●

●

●

●

●

●

●
●

●●●●●●●●●●●●●●

●
●

●●●

●

●

●

●

●●

●●●●●●●●

●

●

●

●

●●
●●

●
●
●●
●

●
●
●
●●●●●●
●
●

●

●●●●●●●●●●●●●●●●●●
●
●●●
●●

●●●

●

●
●●
●●●●
●●
●●●●●●●●●
●
●
●●●
●●●
●

●

●
●●●●●●
●●●
●
●●
●●●●

●

●●
●
●●●●●●●●●●●●●●●●●●●●●●●●
●●
●●●
●
●●
●
●●●●●
●
●●●●●
●●●●●
●●
●
●
●
●●●
●
●
●
●●●●●●●●●●●●●

●

●
●●●●
●●

●

●

●

●

●●

●

●●

●

●

●
●

●

●
●

●

●
●●
●

●

●

●
●

●

●

●
●

●

●●
●

●

●

●
●

●
●

●

●

●

●
●
●
●●

●●
●●

●

●

●

●

●

●●
●

●

●

●
●
●●
●

●

●

●
●
●
●

●

●

●

●

●
●
●

●

●

●●

●

●

●

●
●

●

●

●

●

●●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●●

●

●

●
●
●●
●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●

●

●●
●
●

●

●

●

●

●

●●

●●

●

●
●●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●

●

●

●
●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

●●

●

●

●

●

●

●

●●

●

●

●

●

●●

●

●

●

●●

●
●

●●

●●

●●●●
●

●

●

●

●

●

●
●

●

●

●●

●

●

●

●●

●

●
●●

●

●

●

●
●

●

●●

●●
●

●

●

●

●●

●

●

●

●●●

●

●
●

●

●

●

●

●

●
●
●

●

●●

●●

●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●●

●●
●

●

●

●

●

●

●

●

●
●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●
●●●●●

●●

●

●

●

●

●

●

●

●

●

●

●
●●
●
●

Wilcoxon, p < 2.2e−16

1

10

100

1000

FALSE TRUE
BioPlex baits

ne
ig

hb
ou

r_
de

gr
ee

μ = 353.0 μ = 258.2

De
gr

ee

Similarity (SAB)

(n=21 pairs) (n=266 pairs) (n=703 pairs)

FALSE (n=9021) TRUE (n=8906)

non co-expression pairs co-expression pairsnon co-expression & 
co-expression pairs

non co-expression pairs co-expression pairsnon co-expression & 
co-expression pairs

Corresponding network similarity significance level

Significance level of network similarity according to randomization 



Supplementary Figure 3. Network properties and characterization. (a) Visualizations of the GO 
biological process (left) and mammalian phenotypic similarity (right) network layers with clusters 
highlighted that correspond to significantly enriched network communities (clusters with Benjamini-
Hochberg corrected enrichment hypergeometric p-value < 1e-20 were labelled). (b)  The pairwise 
edge overlap (SAB) between the different layers is generally low, indicating that each layer provides 

different pieces of information and that the overall redundancy between the layers is low. (c) Pairwise 
similarity between all networks. The x-axis shows similarity scores (SAB) of network pairs, the y-axis 
represents the effect size as measured by log fold-change of SAB relative to the expected value from 

randomized network pairs of the same sizes. The panels show the values of non co-expression layers 
(n=21), non-coexpression and co-expression (n=266), and among co-expression network pairs 
(n=703), from left to right, respectively.  (d) Bar charts summarizing the empirical significance of 
pairwise network similarity in (c), showing that the overlap is larger than expected by chance, in 
particular among the co-expression layers. This indicates that certain biological mechanisms are 
represented across different network layers. (Randomization p-values threshold: p<0.05:*, p<0.01:**, 
p<0.001:***, p<0.0001:****, one-sided Z-test, see Methods). (e) Average degree of neighbors of a 
gene vs. its degree (left) and PubMed count (right). Grey dots show the values for each gene, red 
dots the averages. Peripheral nodes (low k) tend to connect to nodes of higher degree, and vice 
versa, resulting in a weak overall correlation (Pearson’s r = -0.12). Similarly, more studied genes tend 
to be connected to lower degree genes (Pearson’s r = -0.08). (f) Local assortativity of genes within 
the BioPlex network for bait proteins (green) and prey proteins (purple). Left: The relationship 
between local assortativity score and network degree of the BioPlex network reveals disassortativity 
among hubs. Middle: Similar analysis, measuring interactions from the two cell lines used in the 
experiments separately, further revealed that bait proteins contribute to the overall disassortativity of 
the network. Right: Comparison of the average degree of neighbors between the bait and prey 
proteins: Bait proteins show lower average degree of neighbors than prey  proteins (with degrees of 
258 and 353; n=8906 and 9021 proteins, respectively; p-value < 2.2e-16, two-sided Wilcoxon test) 
and contribute more to the overall disassortativity of the network (degree assortativity = -0.49 and 
-0.30 for bait and prey proteins, respectively). Bounds of box represent 25th and 75th percentiles, 
center the median, whiskers 10th and 90th percentiles, respectively



Supplementary Figure 4
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Supplementary Figure 4. Interplay between data curation, literature bias and network 
characteristics. (a) Splitting the PPI network into two categories to investigate the impact of 
interactions curated from small-scale experiments on the prediction performance: the unbiased PPI 
with interactions from systematic high-throughput screens (Y2H-based HuRI and MS-based BioPlex), 
and the curated PPI for the rest. The unbiased and curated categories make up 13% and 87%, 
respectively, of the edges contained in the full PPI. (b) Topological properties of the PPI subsets 
compared to the full PPI. (c) Literature bias at the annotation level. The number of publications and 
gene features (expression level or annotation terms) are generally positively correlated, in particular  
for GO annotations. Data are represented as density. Red dashed line shows line of best fit, with 
Spearman correlation coefficient and the corresponding p-value (Fisher z-transformation, two-sided).   
(d) Relationship between network degree and number of annotations. (e) Literature bias at the 
network level. The correlation is reversed for the GO layer due to the similarity measurement (see 
Supplementary Fig. 2). (f) Ternary plots showing the interplay between number of annotations, 
PubMed count and network degree. The skew of the data from the center towards an edge or a 
corner represents anomalies (correlation) of these features. In the case of GO, hubs tend to emerge 
from groups of functionally similar, and in most cases, less diversely annotated genes. For example, 
the region with high density of genes towards the middle of the left edge represents a group of genes 
with high degree and average publication counts.  



Supplementary Figure 5. Characterization of Orphanet disease groups. (a) Number of genes 
(left), individual disease term (middle) and their ratio (right) for the considered 26 disease groups. 
Grey bars represent terms with insufficient gene set size (i.e., less than 20) which were discarded 
from the analysis. Despite the wide range of the number of associated genes in different disease 
groups, the respective gene/term ratio remains consistent across all groups. (b) Pairwise similarity of 
disease groups as measured by the Jaccard index for overlapping descendant terms (x-axis) and 
overlapping annotated genes (y-axis). For example, rare genetic infertility is most closely related to 
rare genetic gynecological diseases. Overall, the disease groups are uniquely defined, with 90.5% of 
disease pairs having a Jaccard Index for shared genes < 0.1. (c) Illustration of the construction of the 
network landscapes using the node2vec graph embedding algorithm followed by t-SNE projection 
onto 2d Euclidean space. White dots are disease genes, their positions reflect their connectivity on 
the corresponding network. We utilize this method to visually inspect large networks where their 
modularity can otherwise be difficult to observe. 
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Supplementary Figure 2 (a) Characteriistics of rare genetic disease groups. Despite the wide range of 
the number of associated genes in different disease groups, the respective gene/term ratio remain con-
sistent across all groups. Grey bars represent terms with insufficient gene set size (20) and are neglect-
ed.. (b) Disease groups are uniquely defined, with 90.5% of disease pairs have Jaccard Index for shared 
genes < 0.1. (c) The construction of the network landscapes using graph embedding algorithm node2vec 
follwoed by t-SNE for projection into 2d Euclidean space. White dots are disease causal genes, and their 
positions reflect their connectivity on the corresponding network. We utilize this method to visually inspect 
large networks where their modularity can otherwise be difficult to observe.
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Supplementary Figure 2 (a) Characteriistics of rare genetic disease groups. Despite the wide range of 
the number of associated genes in different disease groups, the respective gene/term ratio remain con-
sistent across all groups. Grey bars represent terms with insufficient gene set size (20) and are neglect-
ed.. (b) Disease groups are uniquely defined, with 90.5% of disease pairs have Jaccard Index for shared 
genes < 0.1. (c) The construction of the network landscapes using graph embedding algorithm node2vec 
follwoed by t-SNE for projection into 2d Euclidean space. White dots are disease causal genes, and their 
positions reflect their connectivity on the corresponding network. We utilize this method to visually inspect 
large networks where their modularity can otherwise be difficult to observe.
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Supplementary Figure 6. Overview of  the  MultiOmeExplorer web app (www.menchelab.com/
MultiOmeExplorer). (a) The interactive Shiny app provides visualizations of all network-disease 
relationships that were considered in this study and allows for detailed inspection of individual 
disease modules of interest. The first tab gives an overview of the connection patterns of a particular 
disease on all network layers that were identified as significant. The second tab shows the landscape 
of all rare disease groups for a selected network layer. The third tab allows for a detailed inspection of 
submodules of interest and extract genes for downstream enrichment analysis. (b) Example usage for 
interpreting significant connection patterns among rare gastroenterological diseases. On pathway and 
protein levels, genes connected within the respective LCCs correspond to genes causing pancreatic 
carcinoma. These genes are enriched for apoptotic processes such as Bax and Survivin complexes, 
and major cancer pathways such as SCF-KIT, FGFR1, and PDGF. On the co-essentiality level, the 
LCC represents causal genes of Shwachman-Diamond syndromes, where they are co-dependent for 
ribosome biogenesis. 
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Supplementary Figure 4 (a) The 10-fold cross validation performance for each disease. (b) Consideration 
of all networks in syndromix disease groups yield better retrieval performances compared to selected rele-
vant netowrks. (c) Phenotypic terms (HPO) associated with different patient in the cohort..(d) Causal gene 
ranking for all networks (left) and PPI only (right).
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Supplementary Figure 7. Disease gene prediction and causal gene prioritization in patients.     
(a) Number of times that a particular network layer was found to be the most relevant layer (i.e., with 
the most significant modularity) for a particular disease. (b) Performance difference (ΔAUROC) 
between using only relevant layers and all layers. Red: All layers perform better, blue: relevant layers 
perform better. Inclusion of all network layers yields better retrieval performances compared to 
selected relevant networks in syndromic disease groups (i.e., diseases that manifest in multiple 
physiological systems). (c) 10-fold cross validation retrieval performance of disease genes for 
different PPI subsets (n = 26 disease groups). The curated PPI performs equally well as the full PPI 
(median AUROC = 0.73), whereas the unbiased PPI sees a significant performance drop (median 
AUROC = 0.62, p-value = 1.76e-9, FDR-corrected Durbin-Conover non-parametric test). Random 
subnetworks of curated PPI that have the same number of edges as the curated PPI show a 
comparable performance drop (with a median AUROC of 0.58, even slightly reduced).  Threshold for 
p-values: p<0.05:*, p<0.01:**, p<0.001:***, p<0.0001:****. Bounds of box represent 25th and 75th 
percentiles, center the median, whiskers 10th and 90th percentiles, respectively. (d) Prediction 
performance of the multiplex network upon removing network layers derived from curated databases 
(n = 26 disease groups). For most layers, the 10-fold cross validation AUROC performance is only 
slightly decreased after their removal (median AUROC between 0.87 and 0.88 for pathway, GO, MPO 
and PPI layers), only the removal of the HPO layer had a stronger impact (AUROC = 0.80,  p-value = 
0.0003, FDR-corrected Durbin-Conover non-parametric test). Removal of all layers that involve 
curated data (Reactome, GO, HP, MP, and PPI) resulted in the lowest performance (AUROC = 0.71, 
p-value = 1.17e-11). Elements of boxplots are as described in (c). (e) Schematic of the patient-
specific informed propagation framework for prioritizing patients’ causal genes. (f) Phenotypic terms 
(HPO) associated with different patients in the local cohort. (g) Causal gene ranking for the local 
cohort (8 patients). Grey bars represent the number of candidate genes in each patient (mean = 16), 
yellow boxes indicate the ranking of the actual causal genes provided by our framework. 



a  Timeline for the temporal holdout test setup

b Performance of temporal holdout test 

d Ranking of causal genes correctly predicted at top 5, 10, and 20 
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Supplementary Figure 8. Temporal-holdout analysis of causal genes discovered after network 
construction. (a) Timeline for identifying patients with causal genes that were discovered after the 
curated databases (GO, MPO, HPO, and the PPI) were retrieved. (b) ROC curve of our approach 
(yellow, AUROC = 0.95) and various gene level based benchmarks for the temporal-holdout set of    
21 patients with causal genes discovered after data curation. The overall performance as measured 
by the AUROC remained high for all tested prediction methods, slight reductions (e.g. from 0.90 to 
0.86 for the informed multiplex propagation) were within the 10-fold interquartile range in most cases       
(c) Comparison between the predicted ranks of true genes according to the two best performing 
methods, the informed multiplex propagation, and the phenotypic overlap. The former yields better 
ranking in 17 cases (81%). (d) Number of patients for which the true causal gene was prioritized 
among the top five, 10, and 20 for all considered methods.
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4
Discussion

Network-based methodologies and visualization have become established practices within data
science and have been embraced across all disciplines. Rare disease analytics and diagnostics
is among the disciplines where methodologies developed in network biology have been utilized,
leading to accurate means for disease gene discovery and interpretation of causality. The work
presented in this doctoral thesis further demonstrated that heterogenous biological datasets can
be leveraged to address several practical and conceptual challenges in rare disease research,
particularly related to data scarcity. This chapter aims to provide a detailed discussion on
key findings in the publication. The points of discussion cover (i) various aspects of network
construction, including the definition of biological scales, the comparison of structural charac-
teristics and the complementarity across networks layers, (ii) the quantification of modularity
and performance in disease gene retrieval and (iii) clinical applications. Alternative methods
are also discussed where applicable. The chapter ends with future prospects and an outlook of
the challenges described in this thesis as well as in network medicine in general.

4.1 Scale representation, network construction and
characterization

A motivation of this work is based on observations in previous studies that despite leaps in
PPI mapping technologies, the uncharted territories of the human interactome remain vast.
With the majority of the interactions being collected based on small-scale experiments, our
study showed that in addition to being incomplete, the human interactome is largely impacted
by social bias, an observation that is in line with previous studies (Luck et al., 2020; Huttlin
et al., 2021; Menche et al., 2015). On this issue, a particularly noticeable network property that
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reflects the interplay between the interaction discovery process that led to the social biases is the
disassortativity observed in the PPI layer. This is an intriguing process and to our knowledge
not completely understood yet. Our conclusion was that the observed disassortativity of the
PPI may arise both from hypothesis-driven, small-scale experiments, as well as from systematic,
large-scale efforts: Over time, well-known proteins with important functions aggregate more
and more interactors from a large number of small-scale experiments, thus resulting in the
observed strong correlation between PubMed count and PPI degree. If we assume that the
interactors, on average, do not receive the same level of attention as the hub protein itself, we
would observe disassortative connection patterns even though the complete underlying network
may be uncorrelated. Similar arguments can also be made for large-scale experiments: While
they can be designed to avoid social biases by selecting a wide range of bait proteins, the
interactors of the selected bait proteins may still be mapped out more thoroughly compared to
the non-baits. In summary, we conclude that as long as the search space of the PPI has not
been mapped at uniform depth and full proteome scale, connectivity biases are likely to remain
prevalent. The true nature of the correlation structure of the PPI network thus remains an open
question.

To overcome the limitation of the PPI as well as to gain better perspectives of the whole system,
we incorporate additional data to complement the PPI. These data are represented as ‘scales’,
the hidden interconnectivity between genotypes to phenotypes. From our perspectives, each of
these network scales provide a snapshot of the system and how the effect of a perturbation at
the bottom, the genetic scale, ripples through intermediary layers and subsequently emerges at
the surface level, the phenotypes. In practice, it is not entirely how these intermediary scales are
defined, or which available data can best represent them. Some studies even dismiss the entire
network notion of biological organization and chose to envision them as hierarchical system (Ma
et al., 2018; Yu et al., 2016). When representing biological system as multiscale networks, a major
challenges is distinctive from other systems such as transport or social networks, where layers
in the systems were clearly determined and readily represented as network data. As introduced
in Section 1.3 and illustrated in Figure 1.2, the scales in biology can be observed at spatial,
temporal, as well as functional sense. Our scale representation was originally inspired by the idea
of the central dogma of molecular biology (Crick, 1958) that genetic information transfer starts
at genes before being transcribed into transcripts and translated into proteins. In our work, we
wanted to observe such processes at the interaction level, and therefore representing them as
networks at the genomic, transcriptomic and proteomic scales. Combined with three additional
layers based on functional annotations derived from pathways and ontologies data, we were able
to extract insights at the functional level, bridging the gap between proteins and phenotypes.
Our framework has demonstrated that data of different types, from structured formats such as
ontologies to continuous numeric data such as gene expression, can be converted into a unified
framework of multiplex networks. Nevertheless, the computational cost of converting diverse
sets of data into such frameworks can be prohibitive. This primarily resulted from the resource-
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intensive computation of semantic similarity for every gene pair across different ontologies, which
has to be performed in a regular basis when newer versions of each dataset are generated.

Another challenge is the extraction of data used to represent these biological scales. Several
factors can affect the resulting networks and therefore all interpretation based thereon: This
includes (i) biological factors: the context such as cell lines or tissues in which the data was
sampled, (ii) experimental factors: the ‘readout’ of the data which provides the accuracy and
resolution of the measurements, and (iii) technical factors: this includes algorithms and pro-
cessing steps towards capturing the relationships among entities that were measured. The first
two factors are subject to the availability of data and technologies that best represent biological
scales. The influence of the last factor has to a certain extent been demonstrated in Chapter 3.

For example, at the genetic level, representing genetic interactions has proven to be challenging
at the experimental, biological and technical levels. Genetic interactions are defined as the
deviation of observed phenotypes upon digenic mutations in comparison to the effects observed
in individual mutations (Mani et al., 2008), and have been systematically characterized in large-
scale especially in yeast (Saccharomyces cerevisiae) (Costanzo et al., 2019; van Leeuwen et al.,
2016; Kuzmin et al., 2018). This effort is more difficult to be translated for human genes because
the size of the yeast genome is less than a third of that of human, and such interactions in yeast
are usually quantified by simple readouts such as cell growth. Even with latest technologies
such as CRISPR, studies in human genes were only able to perform double gene knockouts
at only a small fraction of all possible gene pairs (Han et al., 2017; Thompson et al., 2021).
With the limitation of scalability of digenic perturbation, there were efforts of using indirect
measurements such as correlated fitness profiles upon gene knockouts across cell lines (Kim et al.,
2019). Networks resulting from such experimental setup may only represent a distant proxy to
the underlying genetic interactions, but they represent general and genome-level interactions at
a scale that is currently prohibitive in targeted experiments.

The transcriptome scale, in contrast, has benefited from the efforts by the GTEx consortium
to map out transcriptional profiles across 53 tissues (GTEx Consortium, 2015; eGTEx Project,
2017). This enabled the construction of tissue-specific co-expression networks. Samples from
tissues that exhibit similar expression profiles were merged to increase sensitivity, resulting in 38
unique tissues (Paulson et al., 2017). Indeed, we found that tissue specificity and consequently
their unique co-expression profiles being a key in investigating disease mechanisms. However,
the ‘common core’, i.e., the co-expression between gene pair observed across multiple or all
tissues, which we have identified to be enriched by essential and house-keeping genes, are also
found to play significant roles. Our results show that they contribute to multiple rare diseases
groups, especially for those affecting multiple physiological systems. Our approach of extracting
the common core as its own layer aimed to reduce the issue that the propagation across the
multiplex network may likely favour these group of genes due to their high occurrences across
tissues, and could potentially mask tissue-specific signals. In total, the transcriptome scale
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was mediated by 39 network layers, each representing tissue characteristics, and constitute the
majority (84%) of all network layers in consideration.

With the lack of comparable tissue-level information for protein-protein interactions, several
studies have chosen to impose tissue specificity on the expression level directly onto the inter-
actome (Luck et al., 2020; Basha et al., 2020). This assumes that the absence of transcripts in
a tissue rules out that their protein products interact. We chose not to pursue such approaches
for three main reasons: First, the extent to which protein levels can be predicted from mRNA
expression is still under debate (Fortelny et al., 2017; Wilhelm et al., 2014). Filtering protein
interactions based on co-expression data may thus introduce additional inaccuracies. Second,
in the context of disease aetiology, protein interactions across different tissues may play an
important role, for example between signaling proteins that are secreted from one tissue and
their corresponding receptors in another. The absence of co-expression of such gene pairs in the
same tissue does not exclude the presence of the interactions of their protein products in such
crosstalks, which could potentially be relevant in a disease context. Third, as co-expression and
PPI networks provide complementary insights at different biological levels, we deemed it useful
to also keep them distinct from a methodological perspective. In our context, a co-expressed gene
pair represents the co-variability of their expression levels across all samples in a given tissue.
The detection of such interactions can be used to inform higher-level regulatory mechanisms,
for example related to tissue identity.

In summary, we carefully constructed networks from diverse types of data, with the goal of
obtaining networks that are comparable in size and complementary in utility. A set of measures
on both topology and similarity among the networks was applied. Our results reveal not only
a wide structural diversity which reflects intrinsic orchestration of individual biological scales,
but also subtle technical and historical details resulting from data curation processes. There re-
main challenges which primarily derived from the consistency of networks constructed from vast
amount of resources of heterogeneous types, and the sustainability in keeping the constructed
networks up to date as new knowledge and data are being generated. In Section 4.4, alternative
methodologies for storing such large datasets while maintaining general utilities are discussed.

4.2 Mapping rare disease genes and modularity quantification

A primary motivation for our work was to show that network methodologies originally developed
for complex diseases can also be applied to rare diseases. A major challenge, however, is the
fact that there are as many rare diseases as there are rare disease genes, according to the
Orphadata rare disease-gene association (http://www.orphadata.org/). This means that the
vast majority of rare diseases are associated with only one or a few genes. The quantification
of disease modularity using similar approaches as for complex diseases would not be possible

http://www.orphadata.org/
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due to the small gene sets. To this end, we first showed that after aggregating rare diseases
into groups, those with similar phenotypes exhibit the same network characteristics as complex
diseases, namely that they aggregate in disease specific network neighborhoods. This finding
allowed us to overcome the scarcity of information that is particular to individual rare diseases
and represents not only a major roadblock for diagnosis and treatment, but also for applying
network approaches that rely on the existence of a well defined seed neighborhood. With this
seed neighborhood in place, we can now leverage the large body of existing literature on network
methods used for studying complex diseases. Specifically, disease gene prediction methods,
including diffusion-based methods as the one applied in this thesis, as well as multilayer network
approaches have been shown to be effective in several diseases. The aggregation of rare diseases
as group, however, relies on the quality of the data and classification of diseases provided by
curators and developers, in this case the Orphanet Rare Disease Ontology. We have observed
that top-level disease groups were primarily organized based on physiological presentation, but
also mechanistic description such as chromosomal anomalies or broad phenotypic terms such as
infertility. Additionally, depending on the activity of specific communities and consortia, the
level of sub-classification, curation and maintenance of annotation for different disease groups
may vary. This results in vastly different disease terms and their corresponding number of
associated genes. This may partly explain why disease modules in certain rare disease groups
are less well defined, as well as why the predictive power of gene prioritization for those disease
groups are lower.

Beyond the quantification of modularity, we wanted to visualize disease modules so that they can
be inspected and compared against one another, which could facilitate further understanding of
disease relationships. However,performing such task in up to 46 genome-scale networks can be
difficult, as projecting large networks onto limited space can easily result in intertwined hairballs.
To solve this issue, we mapped the networks onto the ‘disease landscape’ - the embedding
of network information onto two-dimensional Euclidean space via node embedding algorithm
node2vec (Grover & Leskovec, 2016). We found that the projected landscape aided in providing
additional insights on potentially affected tissues or likely molecular mechanisms at a glance.
However, parameterization on both node embedding (here, node2vec) and the dimensionality
reduction (here, t-SNE) can influence the final coordinates of the nodes at the low Euclidean
dimension. As a result, we chose to restrict the projected landscapes for visualizing purposes
rather than for prediction and interpretation.

Finally, our choice of using the largest connected component (LCC) as the measurement for
network-disease significance (π) was based on previous observation (Menche et al., 2015) that
disease genes may form a a more significantly connected cluster compared to random gene sets of
the same size, but not necessarily more densely connected to apply measures such as clustering
coefficients. Alternative methods in disease module identification involving various techniques
including similarity matrices, optimization algorithms, or ensemble methods have been compared
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(Choobdar et al., 2019).

4.3 Disease gene retrieval and prediction performance

We investigated the extent of signals being picked up in network-based prediction methods are
due to the circular confirmatory bias, i.e. whether the performance reflects disease knowledge
already embedded in the networks rather than the intrinsic utility of the networks beyond the
known information. Indeed, while the ability to pick up subtle relationships hidden in large
databases is a particular strength of integrative network methods, this also poses challenges for
disentangling the extent to which they actually predict previously unseen relationships. For
large-scale studies integrating a broad range of data sources and considering thousands of rare
disease genes such as the one presented in this thesis, it is unfeasible to retrace every piece of
information contained in a particular knowledge base whether it ultimately stems from a rare
disease gene discovery. To address potential circular confirmatory biases, we carefully performed
three sets of analyses and investigated the predictive power of these following scenarios: (i) on
the bias of the interactome: we performed analyses on various PPI subsets containing different
levels of curation, as well as of (ii) the bias of networks derived from curated data: we compared
the results under removal of different network layers derived from curated information. Finally,
to minimize the information embedded in the networks that might affect the prediction, we
implemented (iii) a temporal holdout setting for prioritization tasks using only disease genes
that were discovered later than all data used to build the networks.

To assess the impact of PPI subsets, we analyzed the influence of interactions curated from small-
scale experiments on the prediction performance of the PPI network as follows: We first collected
systematic high-throughput PPI from two largest studies: the Human Reference Interactome
(HuRI) (Luck et al., 2020) and the BioPlex interactome (Huttlin et al., 2021). The two resources
provide technically complementary information as the former are based on yeast two-hybrid
screening (Y2H) while the latter was constructed from affinity-purification mass spectrometry
(AP-MS) profiling. We can therefore split the PPI network in two groups: (i) the ‘unbiased PPI’
for interactions that are confirmed in at least one of these two resources and (ii) the ‘curated PPI’
for the remaining interactions which have been curated from small-scale studies without being
validated in the two large-scale resources. We observed that the unbiased and curated categories
make up 13% and 87%, respectively, of the edges contained in the full PPI. The unbiased PPI
is thus considerably smaller, and three times sparser than the full PPI as measured by edge
density, more disassortative and, as expected, less affected by literature bias compared to the
full PPI. To assess the performance of the two PPI subsets in retrieving known disease genes,
the accuracy via 10-fold cross validation for all rare disease groups using the single layer random
walk with restart on all subsets of the PPI were compared. The curated PPI performs equally
well as the full PPI (median AUROC = 0.73), which was expected since the former contains
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87% of the edges of the latter. The unbiased PPI, however, sees a significant drop in retrieval
performance compared to the full PPI (median AUROC = 0.62). This again is expected due to
the fraction of information it contains. We further assessed whether the performance drop in
the unbiased PPI is due to the significantly reduced network size. In doing so, the analysis was
repeated on bootstrapped samples from the curated PPI that contain similar number of nodes.
We observed that the retrieval AUROC of these random curated PPI subsets also dropped to a
comparable level to that of the unbiased PPI. This led to our conclusion that the performance
drop of the unbiased PPI subsets is mostly due to its reduced network size, and that the presence
of curated interaction in our PPI network play only minor roles in confirmatory bias.

In addition to the PPI, we also further assessed whether the retrieval performance of rare disease
genes is influenced by other network layers that were constructed based on curated databases.
This includes layers based on phenotypic similarity (HPO and MPO), pathway co-membership
(Reactome),and GO term similarity (BP and MF branches). Initially, individual layers were
removed and the retrieval performance via 10-fold cross validation AUROC was computed. We
observed that the performance stay robust against removal of a network layer for most parts
(median AUROC between 0.87 and 0.88). However, our results showed that the removal of
HPO-based phenotypic similarity network may have a stronger impact (AUROC drops to 0.80
upon removal). This is not beyond expectation as the phenotype is one of the closest proxies to
disease classification. In addition to individual layer removal, the predictive performance upon
removing all layers based on curated databases, i.e. Reactome, GO, HP, MP, and PPI, was
assessed. In other words, only co-expression in relevant tissues and the co-essentiality network
remained for the retrieval process. Our result showed that the predictive power carried by these
high-throughput data was significantly lower compared to when all relevant network layers were
incorporated.

Another point of discussion is whether the performance in disease gene retrieval is primarily
driven by particular layers. Our results show that the respective most relevant network alone
(as measured by the disease modularity) is able to reach satisfactory predictive power. Inter-
estingly, it was clear that adding more layers, and ultimately all network layers, decrease the
predictive performance in almost all disease groups. Furthermore, we found that the perfor-
mance is rather robust against removing any individual layer, regardless of which one, and only
drops considerably when removing several layers. We can therefore assume that the predictive
capability of multiplex network is a collective power of all layers that are relevant to the disease
and not being primarily driven by specific layers. In this sense, the layers that consistently
provide useful information are those that show significant network modularity for most diseases,
i.e., the PPI, the phenotypic similarities (HP, MP), and GOBP. All layers considered in this
study were relevant to two or more diseases. Note, however, that also the node coverage should
be considered when assessing the contribution of a particular layer. For instance, while the
phenotypic layers are highly significant across many diseases, they only contain less than 5,000
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genes (3,342 and 4,365 nodes in the HPO and MPO layers, respectively). This means that on
their own, they cannot offer any information on the remaining 75% of the genome, again advo-
cating for a view that assesses the network layers collectively, rather than on an individual basis.
We show in our results that the pairwise overlap between the different layers is generally low.
This indicates that each layer provides different pieces of information and that the overall re-
dundancy between the layers is low. Furthermore, our randomization analysis revealed that the
overlap is larger than expected by chance, in particular among the co-expression layers. This
indicates that certain biological mechanisms are represented across different networks, which
may contribute to the robustness of the multiplex network towards the removal of individual
network layers.

Lastly, we aimed to directly assess potential confirmatory biases for the specific application of
patient gene prioritization by using a patient subset with minimal possible entanglement between
test data and data used to generate the networks. To achieve this, a list of disease genes that
were not yet known at the time of network data collection were extracted. This minimizes
the likelihood of information related to disease association being incorporated in the network
construction process. As shown in our results for intellectual disability (ID) gene prioritization,
we collected a reference list of genes associated to the disease before March 2019 (the time of
network construction). Of 131 patients with confirmed causal genes in the cohort, 21 patients
had causal genes outside of the reference list. These patients can therefore be regarded as
patients with novel causal genes that were unknown to the scientific community at the time,
and such disease-gene association had not yet been embedded in the networks. We found that
the overall performance of predicting causal genes (measured by AUROC) based on this subset
of patients remained high throughout various methods applied. In addition, the proportion of
true causal genes ranked in top five for this patient subset is at a comparable level to that of all
patients. Taken together, these complementary analyses suggest that the impact of confirmatory
biases in the prediction performance is very limited.

4.4 Future Prospects

As techniques in molecular biology have become more affordable and scalable, the volume of
biological data has experienced rapid growth. Network theory has become one among various
computational and mathematical methods that have enabled management, analysis, interpre-
tation and visualization of such large datasets. Despite impressive milestones, the increasing
volume and the multidimensional nature of biological data has posed additional challenges that
urgently need to be addressed.

Early conceptualization of graph-based representation of knowledge was first introduced around
2000s with the introduction of frameworks such as the Semantic Web, Resource Description
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Framework (RDF)1 and Web Ontology Language (OWL)2. The goals are to disambiguate In-
ternet data by representing them in structured format. A way to do so is to store the knowledge
as entities along with their relationships, creating a web of knowledge that are interconnected
- the concept that was later popularized by Google as the ‘Knowledge Graph’ (Singhal, 2012).
The Knowledge Graph was used to show further results that are relevant to the original queries
in a panel alongside the web queries. Graph databases were implemented to optimize data
storage and retrieval, and various graph-based query languages were developed (Angles et al.,
2017). Graph-native data storage has enabled tasks such as traversal or multi-hop queries to be
completed with simpler syntaxes and faster execution time compared to relational databases.
In the context of biological data integration where entities such as genes, proteins, variants,
drugs and phenotypes are linked, employing the concept of knowledge graph can be intuitive
for representing the current knowledge base as well as facilitating discovery of novel relation-
ships. Recent studies have developed biomedical knowledge graphs (Santos et al., 2020), in-
centivized the community to employ public infrastructure of WikiData (Waagmeester et al.,
2020), or incorporated modern graph databases that allow web-based user interface queries and
visualization (Himmelstein et al., 2017). Major biological databases have adopted such archi-
tectures including Reactome (Fabregat et al., 2018), the Monarch Initiative (Shefchek et al.,
2020) and Open Targets (Kafkas et al., 2017). As the interest of knowledge graphs as both data
warehouses and powerful tools for various downstream applications continues to grow across
all domains, unified and efficient frameworks on biological data can hopefully be implemented
and community-powered graph-based analytics will become a household tool in computational
biology tasks.

The development of methods in modern network science and machine learning were parallel
yet often not interoperable. This is because the former operates on network-based data while
the latter often on Euclidean space. Recent development of graph embedding algorithms has
closed this gap by enabling the transformation of characteristics of nodes in a network into
coordinates in a Euclidean space, often as dense and continuous vectors (Chen et al., 2020;
Goyal & Ferrara, 2018). This allows fast growing machine learning algorithms to be embraced on
network data, and the novel disciplines of graph and geometric machine learning were developed.
As discussed above, current implementations of graph embedding algorithms which preserve
only certain node characteristics may not be fully representative of the underlying network
structure. Furthermore, their sensitivity to parameterization can affect embedded results and
consequently the downstream machine learning tasks (Gu et al., 2021). The growing interests
in the community, however, will lead to the maturation of the field as well as the optimal
frameworks for their respective applications. Extension of the approaches to more advanced
graph architectures such as the embedding of knowledge graph consisting of multiple entities has
also been explored (Ren* et al., 2019; Chang et al., 2020). As analyzing and interpreting big data

1https://www.w3.org/TR/rdf11-concepts/
2https://www.w3.org/TR/owl2-overview/
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relies increasingly on more efficient and more sophisticated machine learning algorithms, their
newfound interoperability with network data can also potentially fuel the future developments
of big network analytics.

Beyond the context of data representation and integration, network-based methodologies will
also contribute to more precise identification of rare disease causality at variant resolution. Cur-
rent standards of variant interpretation normally involve estimating the deleteriousness of a
variant to determine the likelihood of pathogenicity. However, this approach may have missed
non-deleterious pathogenic variants that disrupt PPI interfaces. Three-dimensional protein
structures can further provide more insightful information whether the mutation is on functional
domain or interaction interface of a protein. Indeed, experimentally validated three-dimensional
structure of proteins is currently limited, let alone their interaction information that are often
acquired via protein co-crystallization. However, recent databases (Porras Millán et al., 2017;
Meyer et al., 2018) have computationally predicted variants affecting the PPI. More recent ad-
vances in deep learning models that are able to predict protein structures close to experimentally
validated resolution (Jumper et al., 2021; Baek et al., 2021) will also play major roles in fulfilling
the missing PPI information as well as network biology at variant level. Such knowledge has
already been applied in the context of ‘edgotype’, an idea that has been built around network
biology concepts. It aims to describe how certain phenotypes are exhibited when a mutation
disrupts PPI interface, enabling interpretability of disease heterogeneity in genetic diseases and
cancers (Yi et al., 2017; Sahni et al., 2015). With the more complete PPI information powered
by recent computational methods, network medicine is poised to play more major roles from
systems analyses to clinical diagnostics on the patient levels.
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